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| **Abstract:**This manuscript provides a smoothing technique for objective penalty functions in inequality constrained optimization problems. A non- smooth penalty function is defined which is subjected to new smoothing technique to make it smooth. The error estimates for the original and the smoothed problem are discussed. A procedure is illustrated for the development of the solution of the inequality constrained optimization problem and is shown to be convergent under certain specified conditions. **Keywords:** Smoothing, Penalty Function, Convergence, Optimization Problem. |

**Section 1**

**Introduction**

The conventional inequality constrained optimization problem is defined in (1) as

(1) 

 Where are derivable functions. The feasible set is represented by 

The penalty function method is an alternative technique in obtaining the solution of (1) in comparison to various other general methods. The penalty function method sets up a precedent whereas the problem is broken down into a concatenation of unconstrained optimization problem which are comparatively easy to solve. A common penalty function for the problem in (1) can be stated as

(2) 

Thus after invoking the above penalty function the optimization penalty problem (1) can be shaped as

(3) 

The penalty function defined in (2) is smooth but is not exact. By exactness we mean that for some  an optimal solution of (1) is also an optimal solution of (3) if. Initial work in the development of penalty function concept was done by Zangwill [1] in which the classical penalty function was defined as

(4) 

and the corresponding optimization problem for (1) was defined in the following manner

(5) 

Now the penalty function in (5) is bound to be exact but under certain conditions but is not smooth. The theory of exact penalty functions is attracting numerous researchers because of its naivety. Hans and Mangasrian [5] developed an exact penalty function. A globally convergent algorithm was provided by Rosenberg [3] for convex programming using the idea of exact penalty function. During the development of algorithms for obtaining the solution of penalty problems it was studied that the value of penalty parameter is to be increased gradually leading to non-derivability of penalty functions. [1, 3, 4, 5, 6]. Thus smoothing is must for the penalty functions to obtain a solution of constrained optimization problem using Newton methods or gradient based methods. Pinar and Zenios [5] presented a smoothed exact penalty function for convex constrained optimization problems involving all convex objective and constrained functions. The smoothing penalty function was first order differentiable. Yang et al. [7] in his paper discussed smoothing nonlinear penalty function for constrained optimization problem. Meng et al. [8] proposed smoothening of exact penalty function for inequality constrained optimization problem. Generally the exact penalty functions are not smooth and it is always desirable to have smoothing of penalty functions for solving the optimization problem. Thus to negate this problem various innovative strategies are being developed in the field of exact penalty function. One such technique is introduction of objective penalty parameter which has been thoroughly discussed in [9, 10, 11, 12, 13, 14] where in the penalty function is defined as

(6) where 

Let us assume as an optimal solution and as an optimal value of the objective function then SPFM (sequential penalty function method) can be contemplated and the solution at each step converges to the optimal solution. A general introduction to SPFM was given by Fiaccio and McCormick [10]. Meng et al. [14] also proposed and studied an objective function penalty method as

(7) 

which proved to be viable smooth penalty function for .

Meng and other co-authors [16] have also studied objective penalty function as

(8) 

The penalty function was shown to be smooth and exactness for objective penalty function was also proved in [16]. Various other forms of objective penalty function for solving the optimization problems can be defined by amalgamation of objective and constraint penalty. In the current article the smoothing of will be discussed.

The later part of the current research article is organized in the following manner. The section 2 comprises of certain theorems and their proofs for smoothening of penalty function. A methodical procedure for obtaining the solution of (1) is also being given in the paper in section 3. The convergence of the procedure is also obtained.

**Section 2**

**Smoothing Objective Penalty Function**

Let us define the function as follows

(9) 

This definition shows that does not belong to class of continuous functions on. The smoothening function is defined as

(10) 

On differentiating the function defined above we get

(11) 

The smoothing function defined above satisfies some wonderful properties in continuity and differentiability which are elucidated in the theorem proved below.

**Theorem 2.1**

For any  we have the following results

(i) is continuously differentiable on R

(ii) 

(iii) 

Proof:- (i)

The first part of the above theorem can be verified by showing the function to be continuous and at 0 and.

Continuity at 0

LHL = 

RHL= 

Thus LHL=RHL, Also 

Hence the function is continuous at 0

Continuity at 

LHL=

RHL=

Thus LHL= RHL, Also 

Hence we have shown the continuity of the function at 0 and .Now we can show that the function is first order continuously derivable. This can be achieved by showing the continuity of 

at both the points 0 and .

Now from equation (11) we have

(12) 

Continuity at 0

LHL=

RHL = 

Hence LHL= RHL, Also 

Hence the function is continuous at 0

Continuity at 

LHL=

RHL = 

Thus LHL = RHL, Also 

Hence the function is continuous at 0 and.

Hence the function is first order differentiable.

(ii) Consider both the functions and as defined above in equations (9) and (10) as





Now consider



Now when 

Define = 



Thus .

Also and 

Hence 

Thus 

(iii) Also from the above proof is quite evident that

 



Hence Proved

Now the problem defined in (1) can be modified as

(13) 

where  ,  .

The objective function in correspond to (11) is

(14) 

(15)  where . Thus depending on these penalty functions the two objective penalty problems can be represented as

(16) 

(17) 

The result proved in the next theorem gives us the relationship between the objective functions defined in (14) and (15).

**Theorem 2.2**

Prove that  is true for any.

Proof:-

From the result proved in the part (ii) of the above theorem we have the following inequality

 

 Therefore as a consequence of the above inequality (18) can be rewritten as

 

Taking summation over for all  , the above inequality can be written as

 

 

 

 

**Theorem 2.3**

Consider a solution to the minimization problem for any arbitrary value M and is a sequence of positive numbers. Let the sequence of solution values  is having an accumulation point, and then is an optimal solution of.

**Definition 2.1**

Any  is termed as a feasible solution if 

**Theorem 2.4**

For any optimal solutions and of the problems defined in (16) and (17) , then

 

Proof:-

From the result proved in the theorem 2.1 we have the inequality

 

 

 

 

 

**Theorem 2.5**

Let us assume  as an optimal solution to (16) and also let be an optimal solution (17). Also further let is feasible to (1) and is considered to be feasible to (1), and then we have the following result

 

Proof: - As  is supposed to be feasible solution to (1) which implies that

(24) 

Moreover is assumed to be a feasible solution to (1) which again implies that

(25) 

Now using the inequality proved in theorem 2.2 we have the result

 

 

Using (24) and (25) in the above inequality we get

 

Hence Proved.

**Section 3**

**Algorithm for Smoothing of Objective Penalty Function**

The nonlinear optimization problem defined in (17) is an unconstrained optimization problem. The objective is to obtain a minimum solution of the problem which is a hardened procedure. To overcome this difficulty the problem is modified as. The algorithmic procedure for the evaluation of solution of the optimization problem is given below

Step1: Assume, , . Choose and satisfying the condition. Let and further suppose that. Find a sequence such that. Move to step 2.

Step 2: Solve the optimization problem. Let is a point which satisfies the problem.

Step3: Find the value. If  then let and move to step 5. If then move to step 4.

Step4: Let and go to step 5.

Step5: Stop the iterative procedure if and where and write is an solution to (1). If this is not the case then let and go to step 2 and repeat the procedure.

**Theorem 3.1**

Let be an open set. Further assume that is open and compact set. Suppose that the sequence generated by the algorithm defined above is and  is bounded. Then show that the sequence  is bounded and for any accumulation point of it there exist and such that

 (26) 

Proof:

From the algorithm defined above it is quite evident that the sequence is increasing in nature and the sequence is decreasing in nature with the condition



Also



Which shows the convergence of both the sequences and. Assume that the sequence and. Now the result written above establishes the equality. Thus . From the statement we know is bounded and also, there must exist an such that



which leads to the boundedness of the sequence  .

Define the following sets for as







Assume that the sequence.

Now

(27) Where 

Now using (11) in the above inequality (27) we get

(28) 

Let us further suppose that for 

(29) 

Clearly the expression. Using (29) in (28) we get the following result

(30) 

Further put

(31) 

(32) 

(33) 

(34) 

Using the above inequalities in (29) and (30) we get

(35)  and

(36) 

As approaches, . Due to the continuity and differentiability of  we have .Thus from (34), (35) and (36) we have the desired result leading to the convergence of the algorithm.

**Section 4**

**Conclusion**

The present article is able provide a smoothing objective penalty function with certain results pertaining to error assessment of the smoothing objective penalty function are also proved in the article. An algorithmic design sequence based on the objective penalty function is also developed to obtain the solution of the constrained optimization problem. The global convergence of the algorithm is also proved in the article.
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