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Abstract  
This paper describes a focus on predicting and classifying 
people suffering from diabetes using 3 classification 
techniques. It aims to provide a correct diagnosis at the 
right time to prevent fatal outcomes. The diabetes is a 
significant global health concern and is one of the 
leading causes of death worldwide. The paper employs 
various techniques to predict and classify individuals at 
risk of diabetes. These techniques include the filter 
method, wrapper method, and genetic algorithm 
method. These methods are often used for feature 
selection and model building in machine learning. The 
study suggests that while heuristic methods may not be 
as accurate as classification methods, the results are 
satisfactory. The AUC (Area Under the Curve) value 
reached 80% in a hybrid combination of the genetic 
algorithm (GA) method with the GSA (Gravitational 
Search Algorithm). The proposed system can easily 
distinguish between healthy and unhealthy individuals, 
which is essential for early intervention and treatment. 
The algorithms used in the study have a running times 
and memory usage by 98.75%. The combination of 
different algorithms, such as GA and GSA, can help 
doctors diagnose sick patients efficiently and on time.  
The main objective, the paper appears to offer a method 
for predicting and classifying diabetes, highlighting the 
importance of early diagnosis and the potential benefits 
of using a combination of different algorithms to 
improve efficiency and accuracy. 80% of AUC value 
suggests that the model's performance is quite 
promising in distinguishing between healthy and 
diabetic individuals. However, it's important to note that 
the effectiveness of such models can vary depending on 
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the quality and quantity of data used in training and 
testing. 

 

Keywords: Diabetes prediction, machine learning 
algorithms, filter and wrapper methods, genetic 
algorithms, GSA, AUC, classifier. 

 

Introduction 

Diabetes is a disease that comes as a result of some metabolic 
disorders that are caused by high levels of glycemia in the 
blood. This leads to some other diseases caused by it such as 
heart disease, stroke, kidney failure, blood vessels, etc. 
Statistically, it is a disease that has alarmingly increasing cases 
of people suffering from one of the types of diabetes and also 
has high mortality rates. Diabetes is categorized into three 
types: Type I diabetes (T1D), Type II diabetes (T2D), and 
gestational diabetes (GD) [5]. Therefore, in this study, we will 
use machine learning techniques to diagnose diabetes but also 
find the best classifier to more accurately determine this 
disease. Feature selection is an efficient data preprocessing 
technique to reduce the dimensionality of the data [6]. It is very 
important to identify the most important risk factors 
associated with the disease in medical diagnoses. Identification 
of relevant features helps to remove unnecessary and 
redundant attributes from the patient's dataset, achieving 
optimal and faster results. Classification and prediction are 
data mining techniques that train data to develop a model and 
then the discovered model is applied to the test data. To obtain 
the prediction results, various algorithms have been applied to 
the clustering of diabetes data and very promising results have 
been found. There is an utmost need to develop a new 
technique that can accelerate and simplify the diagnosis 
process of this disease. Summarizing our work, we organize our 
analysis along with two research points and formulate the 
following research questions: 

➢ RQ1. How do these parameters affect the prediction?  

➢ RQ2. How effective the algorithm is for the prediction? 

➢ RQ3. How will SA affect the improvement of model 
accuracy? 

Based on the research questions we assume two hypotheses: 

✓ H1. The combination of features based on one of the 
classification methods combined with SA affects the 
result of the return of the model. 
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✓ H2: The model works best if we use metaheuristic 
algorithms or other algorithms. 

The contributions of this work are: 

1. Proposing some classification methods for the most 
accurate forecast for the classification of sick people and 
their treatment on time. 

2. Development of a metaheuristic method for 
classification (ranking) and prediction using familiar 
classifiers. 

3. Finding an optimization method or a meta-heuristic 
optimization method that has as its main goal to achieve 
a high degree of prediction accuracy. 

The result obtained from one method will be combined with 
the GSA method to achieve a hybrid method. In the last years, 
have become more prevalent (popular) hybrid methods for 
diagnosing and predicting chronic diseases. These are divided 
into two stages: the first stage is ‘feature selection’, which is 
used to select a subset of features, and the second stage is 
used to build models based on the subset created by the first 
stage [23]. Based on prediction and classification we are going 
to adopt; we will interpret whether the selected hybrid 
method provides satisfactory results on the obtained dataset 
to predict people at risk of diabetes or whether the chosen 
algorithm is not satisfactory enough for these data [24]. This 
material begins firstly explaining the impact that machine 
learning has on creation of health algorithms. We will explain 
the filtering methodology, the wrapper methodology, and the 
genetic algorithm as they will be applied to the considered 
dataset and finally interpret the results obtained from the use 
of the methods. Thereafter it will be applied Generalized 
Simulated Annealing to smooth the hyperparameters. We will 
explain how it behaves and what needs to be improved. This 
text appears to be an excerpt from a research proposal or 
paper focused on using machine learning techniques to 
diagnose diabetes and improve the accuracy of diabetes 
classification. Let's break down the key points and objectives 
mentioned in this text: 

Related Work 

We applied different machine learning algorithms to a dataset. 
One of these algorithms is Logistic Regression, which achieved 
an accuracy of 96% in classifying the data. Logistic Regression 
is often used for binary classification tasks. After evaluating 
multiple algorithms, it appears that the AdaBoost classifier was 
chosen as the best model for this specific dataset. AdaBoost is 
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an ensemble learning method that combines multiple weak 
learners to create a strong classifier. In this case, it achieved an 
impressive accuracy of 98.8%. The study involved a comparison 
between two different datasets. From what we've described, it 
seems that this new dataset, when used with the chosen 
machine learning model (AdaBoost), provided better accuracy 
and precision for predicting diabetes compared to an existing 
dataset. This suggests that the new dataset and model 
combination is an improvement. The new model improved 
both accuracy and precision for diabetes prediction. This is 
important because accuracy measures the overall correctness 
of predictions, while precision is a measure of how many of the 
positive predictions made by the model are correct. High 
accuracy and precision are generally desirable in medical 
applications like diabetes prediction to minimize false 
positives. [9]. Referring to [11], experiments were performed 
to predict diabetes in Indian Pima women with a particular ML 
classifier. 768 female patients were considered for this study. 
Various data extraction tasks were performed to perform a 
comparative analysis of four different ML classifiers: Naïve 
Bayes (NB), J48, Logistic Regression (LR), and Random Forest 
(RF). These models were analyzed with different cross-values 
of control (K = 5, 10, 15, and 20).  

The performance of the machine learning models was 
evaluated using various metrics, including accuracy, precision, 
recall, F1 score, and AUC (Area Under the Receiver Operating 
Characteristic Curve). These are common metrics used to 
assess the performance of classification models, particularly in 
the context of medical diagnosis. The preliminary results 
suggest that all the researched models performed well. This 
means that the models showed promise in accurately 
predicting whether a patient has diabetes. It appears that 
Logistic Regression (LR), Naive Bayes (NB), and Random Forest 
(RF) were identified as the top three models for predicting 
diabetes. These models likely demonstrated the best trade-off 
between accuracy and other relevant factors. The study 
appears to involve the analysis of various patient-related data, 
including lifestyle, inherited information, and other factors 
that may contribute to diabetes. The primary goal is early 
disease identification and treatment. Data mining techniques 
are used to uncover patterns and insights within this data, 
which can aid in early diagnosis and improved treatment. The 
paper suggests the use of preprocessing procedures and data 
reduction strategies.  The main goal is to select a minimal set 
of significant features that result in the highest classification 
accuracy when using SVMs. Four two-objective meta-heuristic 
algorithms are used. These algorithms are likely designed to 
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optimize two conflicting objectives: maximizing classification 
accuracy and minimizing the number of selected features. 
Meta-heuristic algorithms are commonly used for feature 
selection because they can efficiently explore the feature 
space and find good solutions. Support vector machines 
(SVMs) are used as the classification model. SVMs are a 
popular choice for binary and multi-class classification tasks 
due to their ability to find an optimal hyperplane that 
maximizes the margin between different classes. The accuracy 
values obtained through the hybrid method are 98.2% and 
94.6%, respectively. This means that the hybrid approach using 
the selected features managed to achieve these levels of 
accuracy in the classification task. These findings demonstrate 
the potential of the proposed approach in solving classification 
problems with high accuracy while using a reduced set of 
features. [12] 

The purpose [13] of this research is to choose a powerful 
machine learning algorithm that can be applied in both 
diabetes and liver disease prediction. On two independent 
datasets, diabetes and liver illness, this study examines two 
machine learning methodologies, SVM (Support Vector 
Machine) and KNN (nearest K-neighbors) algorithms. It was 
discovered that a tuned radial SVM approach had the highest 
accuracy in detecting diabetes and liver disease, with 0.989 
accuracies for diabetes detection and 0.91 accuracies for liver 
disease detection. Medical decision support systems (DSSs) 
continue to demonstrate their usefulness in providing clinical 
decision support to physicians and other healthcare 
professionals. The article proposes a DSS for diabetes 
prediction based on machine learning (ML) techniques and 
deep learning approaches. The most extensively used 
classifiers for the traditional machine learning method are 
Vector Support Machines (SVM) and Random Forest (RF). In 
Deep Learning (DL), on the other hand, a fully convolutional 
neural network (CNN) was utilized to predict and detect 
diabetes patients. The suggested approach was tested using 
the public Pima Indians Diabetes database, which included 768 
samples with eight attributes each. There were 500 non-
diabetic samples and 268 diabetes patients in the study. The 
overall accuracy obtained using DL, SVM, and RF was 76.81%, 
65.38%, and 83.67%. The experimental results show that RF 
was more effective in predicting diabetes than deep learning 
and SVM methods. [14] 

This work is focused on the classification of diabetic survey 
data, particularly in the context of imbalanced categories and 
complex characteristics. The study involves the use of multiple 
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supervised classifiers, a synthetic data generation technique 
called SVM-SMOTE, and two-dimensional dimensionality 
reduction methods (stepwise logistic regression and LASSO).  

The performance of the classification models is evaluated using 
several important metrics, including accuracy, precision, recall, 
F1-Score, and AUC (Area Under the ROC Curve). These metrics 
are used to assess how well the models are performing in 
identifying high-risk diabetic patients and to provide a 
comprehensive view of their effectiveness. The study's findings 
indicate that the Random Forest classifier, when paired with 
the SVM-SMOTE and LASSO feature reduction methods, is 
particularly effective at identifying high-risk diabetic patients. 
This suggests that the combination of these methods improves 
the model's performance in distinguishing high-risk individuals. 
The research concludes that the combined method proposed 
in the study can be a valuable tool for early screening of 
diabetes (DM). Early identification of high-risk diabetic patients 
is essential for timely intervention and management.  
(Accuracy = 0.890, Precision = 0.869, Recall = 0.919, F1-Score = 
0.893, AUC = 0.948). [15] 

The [16] examines the early prognosis of diabetes by referring 
to data extraction techniques. To test the accuracy of the 
predictive data extraction algorithms, the dataset gathered 
768 instances from the PIMA Indian Diabetes dataset. The five 
models were tested for accuracy, precision, sensitivity, 
specifications, and F1 outcome measures using nine input 
variables and one output variable from the dataset. The 
purpose study aims to accurate Naive Bayes, logistic regression 
models, the C5.0 decision tree, and support vector machines 
(SVMs) in predicting diabetes using common risk factors. The 
decision tree model (C5.0) had the highest classification 
accuracy, followed by the logistic regression model, Nave 
Bayes, and SVM. 

 

The Definition of the Problem  

It's alarming to see the significant rise in diabetes diagnoses 
over the years. The current human lifestyle is the primary cause 
of diabetes's rise. There are three types of errors in the current 
medical diagnosing system. 

1. The false-negative kind, in which a patient is diabetic in 
reality but test results show that he or she does not have 
diabetes. 
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2. The second type is the false-positive type. In this case, 
the patient is not diabetic in reality, but test results 
indicate that he or she is. 

3. The unclassifiable category, in which a system is unable 
to diagnose a specific case. Due to a lack of knowledge 
extraction from previous data, a given patient may be 
predicted in an unclassified manner. 

This module covers data collection and analysis to order to 
investigate patterns and trends, which aids in forecasting and 
evaluating outcomes. The following is a description of the 
dataset. There are 10000 records in this Diabetes dataset, each 
with 22 properties. A given patient may be predicted in an 
unclassified manner due to poor knowledge extraction from 
previous data. 

Diabetes_012, HighBP, HighChol, CholCheck, BMI, Smoker, 
Stroke, HeartDiseaseorAttack, PhysActivity, Fruits, Veggies, 
HvyAlcoholConsump, AnyHealthcare, NoDocbcCost, GenHlth, 
MentHlth, PhysHlth, DiffWalk, Sex, Age, Education, Income 

Data Preprocessing 

1) Data Cleaning: Before moving on to the application of the 
hybrid model, the ‘’Diabetes Prediction’’ dataset will go first 
through the checking phase. First, data cleaning to see if any 
values do not make sense, or are missing, [20] this replacement 
of values will be done through the following formula: 

 
(1) 

2) Data Preparation: At the same time, data customization will 
be applied the goal of normalization is to adjust the values of 
results to a fixed range without changing differences in the 
ranges of values. Normalization aims to give the results a 
uniform structure. The normalization is defined as: 

 
(2) 

 

Clasification Techniques 
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A. Filter Method. The filter method selects those features that 
have high results while excluding the others. This method is 
divided into two categories, univariate and multivariate. 
Multivariate make sure that the correlation between variables 
is zero or minimal, while univariates disregard any 
dependencies between variables [19]. We are analyzing 
multivariate that rely on the correlation between variables. 
The method we will develop involves selecting features based 
on correlation. This method selects those variables that have 
the most characteristics with the target variable and controls 
and ensures that they have a low correlation between them 
[19]. Feature selection will be done by observing the 
correlation between the pairs of variables, the one with the 
highest value will be the first feature. And so on. The 
calculation will be carried out using the following formula: 

 
(3) 

Where Ms is the heuristic evaluation of a subcategory of 
features containing such k, while, is the average of the 
correlation between the features and the targeted variable, 
and is the average ratio between features [19]. 

B. Wrapper Method. This method works in the same way as the 
filter method but has the distinction of using a defined 
classification algorithm instead of using an independent 
measure to evaluate subgroups. The wrapper methods give 
better results than the filter method but have to increase 
overall if the number of features increases. [19] Subgroup 
accuracy will also be evaluated by the performance of the 
calculating time of the algorithm by using the following 
formula: 

 
(4) 

Where ρ (fi, fj) is the correlation of the person between the 
features fi and fj. A high value of RED (χ) indicates that the 
group is strongly related. Therefore, lower values of RED(χ) 
serve better for feature selection. [18] 

C. Genetic Algorithm. The genetic algorithm was proposed by 
Holland in 1960, using the idea of Darwin's theory. The GA is 
an algorithm that creates a population based on an initial 
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group. The basic idea for building this algorithm is based on 
three fundamental genetic operators which are: crossover, 
mutation, and selection [20]. The Algorithm works as follows: 
There are 4 chromosomes X1, X2, X3, and X4. Each 
chromosome contains 9 genes, and these genes are 
represented by BITI “1” AND BITI “0”. If the Bit is “1” this 
indicates that the feature is selected and if the bit is “0”, this 
feature is not selected [20]. The first genetic operator aims to 
select possible chromosomes from the population being 
analyzed. The initial population becomes the parent of the 
selected population after selecting the features where the bit 
becomes “1”. 

Table 1 

 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 

X1 1 0 1 0 1 1 0 0 0 

X2 0 0 1 1 1 0 0 1 0 

X3 0 1 1 1 0 0 0 1 0 

X4 0 1 1 0 0 1 1 0 0 

Parent 

1  0 1 0 0 1 0 1 0 

          

0  1 0 0 1 0 1 1 0 

          

Child        

          

1  0 1 0 0 0 1 1 0 

          

0  1 0 0 1 1 0 1 0 

          

Before        

          

1  0 0 1 1 1 0 1 0 

          

After         

          

1  0 0 1 1 0 0 1 0 

          

The selection is done randomly based on the probabilistic 
evaluation. In short, a chromosome with a better value has a 
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higher probability of becoming the ancestral [20]. This 
evaluation is carried out using the following formula: 

 
(5) 

Where N is the I population number, I is the chromosome 
position in the population, and F (.) is the fitness function. So, 
the selection scheme is like the one shown in the illustration 

 

D. Generalized simulated annealing. The Sa method aims to 
define an overall minimum value of each objective function by 
simulating the process up to final fulfillment [21]. Taking into 
consideration an objective function f(X) with X = (X1, X2,..., 
Xn)T, we attempt to determine the possible minimum using Sa. 
The GSA was proposed by Tsallis and Stariolo [21]. The GSA is 
constructed from the general entropy as follows: 

 
(6) 

where q is a real number, I am the energy spectrum index and 
sq determines entropy: [21] 

 
(7) 

where q 1. We maximize Tsalis entropy as follows: 

 
(8) 
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(9) 

Where εi is the spectrum energy and the distribution 
probability is evaluated as follows [21]: 

 
(10) 

where zq is the normalizing constant that ensures that the 
probability goes to 1. This distribution converges with the 
Gibbs-Boltzmann distribution where q tends to 1 [21]. 

Statistical Analyses 

The database used for the analysis contains 21 variables and 
has a size of 5000 observations. The principal conditions of all 
three methods were to split the database and select only those 
variables that have an impact on the second generation of the 
forecast. The parameters selected for the forecast are 

('HighBP', 

'HighChol', 

'CholCheck', 

'Stroke', 

'HeartDiseaseorAttack', 

'Veggies', 

'HvyAlcoholConsump', 

'AnyHealthcare', 

'NoDocbcCost', 

'GenHlth') 

Therefore, after constructing the above-reinforced tree using 
the XGBoots classifier, we obtain the relevant points for each 
attribute. Overall, the relevance provides a result that shows 
how useful or valuable each was each feature in the 
construction of decision trees grown within the model. The 
more an attribute is used to make key decisions with decision 
trees, the greater its relative importance. 

Figure 1 Feature importance graph 
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These are the best-suited columns for prediction as per 
forwarding Feature Selection. Also, the distribution of the 
variables taken into account for the second forecast generation 
is shown below in Figure 2: 

Figure 2 Pre-processed data visualization 
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Referring to the histogram graph and the distribution of the 
remaining variables, in the second step we perform a 
correlation test between the remaining variables. Method fails 
because the condition was to select those variables that cannot 
be correlated with each other. For each of the methods, we 
have then calculated the accuracy of the model in Table 1. 
Furthermore, from the combination of the GA method with the 
GSA method, we obtain a hybrid method. 

Table 1. Comparison of classification models 

Algorithm Accuracy 

Filter Methods 70% 

Wrapper methods 77% 

Genetic Algorithm 78% 

GA-GSA Hybrid 80% 

Since the genetic algorithm has the highest accuracy value, in 
combination with the GSA method we have obtained an 
increase in accuracy of 2%. 
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Once we have obtained also the result of the accuracy of the 
model, what we are interested in next is how the complexity of 
the algorithm changes. We, therefore, have tested the 
complexity of the genetic algorithm and then the execution 
time of the hybrid method created by GA and GSA. 

Figure 3 Accuracy for the hybrid model 

 

Here we see that there is a close correlation between some of 
the variables, which shows me that the filter 

Figure 5 GA vs Hybrid GA and GSA 
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We observe that the complexity is O (n^2) and when we use 
the hybrid method, the complexity we computed is O(nlog(n)). 
If the dataset value increases regularly, we have saved time. 

Conclusion 

The identification and processing of data for chronic diseases 
such as diabetes will bring information and greatly influence 
the timely treatment of the disease. Machine Learning 
methods were used in the data processing process giving a 
prediction of the patient's illness and state of health. Being a 
disease with the highest mortality prediction is a challenging 
process for medicine to provide the solution in real-time and 
the use of technology would bring a reduction in the number 
of fatalities. The comparison between the three metaheuristic 
algorithms and finding the highest accuracy value helps us to 
use an even safer method. As we said later we would use the 
intertwined GSA method. The proposed hybrid approach 
between the two ranking methods as GA and GSA brought a 
high level of security with almost 80% accuracy and at the same 
time significantly improved the execution time of the 
algorithm. If we are going to make a summary and comparison 
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between other optimization methods by referring to the table 
below: 

Table 2. Comparison between the accuracy of algorithms 

Non metaheuristic 
algorithm 

Accuracy 
Metaheuristic 

algorithm 
Accuracy 

SVM 98.9% Filter method 70% 

kNN 91% Wrapper method 77% 

Random Forest 83% Genetic algorithm 78% 

NaivBayes 89.3% Hybride GA and GSA 80% 

Decision Tree 89%   

Logistic regresion 98%   

The accuracy of the optimization algorithms is calculated as an 
average approximately of 150 items considered in the study 
from 2015 to 2021. While the accuracy of meta-heuristic 
algorithms is obtained from this study. Compared to one 
another other, meta-heuristic algorithms do not display the 
same level of accuracy, but their advantage is that as the 
number of data elements increases, they do not degrade. They 
can be used for any kind of issue, usually have an exponential 
runtime, use data from the Real-world, etc. [22] Later on this 
article will advance in finding other methods that provide even 
greater and more efficient accuracy. Alongside the 
combination of hybrid methods, will be used new proposals for 
setting the coefficients of the distances considered in the 
analysis. 
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