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Abstract  
This document presents  the evalua tion d the behavior of  the 
parameters of bandwidth, latency, packet loss, jitter and cpu, by 
implementing a real traffic environment on two scenarios of 
Mikrotik and Cisco equipment. The generation of real traffic was 
implemented using the TRex tool creating an environment of traffic 
of clients and servers focused on the Streaming and Web service, 
through a virtual machine, with two network cards.  Routing 
between client-servers was established using static routes. The 
implementation of the DiffServ Quality of Service model was carried 
out through the identification stages using  the Omnipeek tool, 
marking in the DSCP field of the IP header and establishing policies 
for traffic treatment. For the analysis of results, the T-Student test 
was used comparing the  parametersbetween both brands before 
and after applying the DiffServ Quality of Service model. Based on 
the results obtained, there is a difference in  bandwidth, latency and 
packet loss between the average values 0.1502 Mbps, 39.56 ms and 
14.4352% respectively before applying the model and 0.0844 Mbps, 
0.162 ms   after applying it.  

Keywords: Bandwidth, Traffic Analyzer, Realistic TrafficProcessor,  
Jitter, Latency, Differentiated Service Quality of Service Model, 
Packet Loss, Central Processing Unit. 
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I. INTRODUCTION 
Due to the significant advancement of networks and technologies in 
general, there has been the integration of multiple services and 
applications. These services have had different performance 
requirements such as elastic and non-elastic services operating on a 
common network architecture. Based on the requirements of these 
services there is a variation of important parameters such as latency, 
jitter, packet loss and bandwidth. Bandwidth plays a very important 
role as this is the essential parameter within the QoS configuration in 
a multi-service network, as it is the parameter that guarantees 
maximum support capacity on links created within the network. By not 
having a mechanism or model of quality of service this capacity is 
delivered to the multiple services in an unplanned way, since there is 
no priority relationship that is linked to the services. 

In this Curricular Integration Work it is intended to evaluate the 
essential parameters of quality of service in a realistic traffic 
environment created by Trex, thus having a network of equal 
conditions with different brands such as Mikrotik and Cisco. The 
analysis will be performed before and after applying the Diffserv QoS 
model or mechanism. The complexity of configuration in the two 
brands and the performance will be verified based on the CPU 
parameter of the equipment to be used. Finally, the evaluation of the 
results will be carried out through the T-Student test in each type of 
environment and parameter. 

 

II. I AM A STUDENT 
A. Quality of Service 

Quality of Service (QoS) refers to the capacity of the network, to 
provide quality of service efficiently, this is based on meeting a series 
of requirements in order to ensure an optimized and adequate level of 
service as shown in figure 1.  [1] 

Fig. 1. Traffic flow with and without QoS. 
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The main parameters to control and monitor based on Quality of 
Service are bandwidth, delay, jitter and packet loss. The bandwidth  
defines the ability to transfer extreme information to the end[2],  the 
delay  (Delay) d defines the delay that exists in the communications 
between the endpoints, the   variation of the delay or Jitter indicates 
the different values of delay that the packets of a communication can 
present and  the parameter Loss that  It is focused and related to the 
percentage of packets lost in a communication. [3] 

There are techniques focused on the improvement and optimization 
of quality of service  such as: Best effort, integrated services and 
differentiated services  in  which this work is focused which  classifies 
incoming traffic into several classes and levels of services, each class 
of service will apply a particular behavior depending on the 
requirements.  [4] Traffic is information requested by a client to one 
or more servers identifying the service based on priority.  [5] 

B. Embedded Packet Capture 

It is a built-in packet capture feature that allows network 
administrators to capture packets flowing to, through and from the 
appliance and analyze them locally or save and export them for offline 
analysis. [6] 

C. Packet Sniffer 

It is a tool integrated into the Mikrotik software, used for capturing 
traffic entering and leaving a router, you can set filter as the interfaces 
of interest. Activating the Streaming option  allows us to capture this 
traffic flow. [7] 

D. Omnipeek 

It is one of the best software in its class for performance diagnostics, 
network analysis and service parameters. It is characterized by being 
more than a collection of data analysis, statistics and visualizations. It 
facilitates and grants exploration, comparison, analysis, mean time to 
resolution (MTTR). [8] 

E. Hardware elements 

For this work, two brands mikrotik and cisco were studied where:  

Mikrotik is a company founded in 1996 in Riga, capital of Latvia, 
develops routers and wireless systems for ISPs. It uses the RouterOS 
operating system of the Mikrotik RouterBOARD brand of equipment,  
and has excellent features for a Service Provider: Firewall, Router, 
MPLS, etc. [9] It consists  of features such as Firewall, VPN, DHCP, QoS, 
among others  that allow implementing quality of service by 
establishing policies that allow controlling these aspects[10]. The 
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equipment used was the CCR1016-12G router which is an industrial 
grade router.  [11] 

Ciscois currently one of the most representative companies in the 
areas of routing and switching, wireless solutions and security.  It uses 
the IOS operating system, covering various technological areas, such 
as security, voice, high availability, IP routing and  multicasting, quality 
of service (QoS), IP mobility, multiprotocol   tag switching (MPLS), VPN 
networks and integrated management [12].  A router Cisco2911/9K 
was used. [13], [14]  

 

III. METHODOLOGY 
In this section it refers to the necessary stages for the creation of a real 
traffic environment, analysis before and after applying Quality of 
Service on Mikrotik and Cisco equipment.  

A. Materials 

For the realization of the tests and evaluation it was necessary the 
following: 

• 2 routers MIKROTIK CCR1016-12G 

• 2 routers CISCO2911/9K 

• 4 patchcore 

• 1 console cable 

• 4 power cords 

• 1 network adapter  

• 1 computer in the form of server and client. 

B. Traffic generation 

The traffic generation was done and through the use of TRex, which is 
an open source software. This traffic was generated in the different 
scenarios that have been raised with the brand of Cisco and Mikrotik 
equipment. Routing was established using static routes for both the 
edge of the Server and the edge of the Clients. 

For the configuration of the virtual interfaces mounted on the CentOS 
7 distribution, 2 networks were established for connection to the 
gateway hosted on the routers respectively. The computer's physical 
network card was used for servers and a USB network adapter for 
clients.  In the hosted folders of the traffic generator, there is the 
Cap2/ folder that refers to all the actual captured traffic, which was 
modified and combined with an elastic and non-elastic traffic service, 
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combining Web application and Stream traffic. This file generated on-
stage traffic from both the Mikrotik brand and Cisco. 

In the traffic configuration, the default values previously configured 
were set. These parameters allowed us to vary the level of congestion 
for each service established. 

C. Quality of Service Implementation Diagram 

For the implementation of Quality of Service, a diagram based on 
various sources was proposed, as shown in Figure 2, where four 
processes necessary for a correct implementation were carried out. 

The first stage consists of the analysis and identification where the 
necessary process was carried out in order to identify the traffic that 
was selected and controlled, with and without quality of service. This 
process was focused on the collection of information in the interface 
of interest, where the Pcap file was generated to be analyzed in the 
Wireshark or Omnipeek tool. The protocols and ports of origin and 
destination were identified to proceed with the next Marking process. 

Fig. 2. Quality of Service Implementation Diagram 

 

Once the traffic was identified and analyzed, policies or rules were 
generated for the marking of the traffic of interest. The change of the 
DSCP parameter of the packets and traffic analyzed abovewas made, 
the routers of both brands will generate the  necessary priorities 
through the policies established by RFC 2475 and RFC2474, which 
indicate a special treatment for the various existing classes of the DSCP 
field. 

For the administration and control stage, the necessary control 
policies were applied, such as priority, guaranteed bandwidth and 
preference of the traffic to be managed.  
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The final stage of analysis and monitoring was executed before and 
after the implementation of the Quality of Service mechanism. This 
process was important for the verification and monitoring of traffic 
behavior, after the Quality of Service mechanism had been 
implemented. 

D. Traffic analysis and identification 

For traffic analysis, Wireshark and Omnipeek tools were used. These 
tools were used in order to identify traffic, mark them, treat them and 
analyze them before and after applying Quality of Service. Wireshark 
and Omnipeek aredifferentiated by the variety of tools they have, 
Omnipeek is a much more visual tool and displays the results in an 
orderly manner. Figure 3 shows the  Stream and Web traffic identified 
for further processing and control in each scenario. 

Fig. 3. Analysis of the file traffic generated in the omnipeek tool 

 

E. Stage with Mikrotik equipment 

To evaluate the parameters in the implementation of the Quality of 
Service Difference Services mechanism, it was necessary to propose a 
scenario for the evaluation of the traffic parameters flowing through 
the link to be studied R1-R2 as shown  in Figure 4 and the addressing 
in Table I. 

The scenario was constituted by two Mikrotik CCR1016-12G routers, 
which simulated the Core network, in this simulated network the 
Differentiated Quality of Service Service model was implemented. The 
Packet Sniffer tool was used to capture and generate the traffic file 
according to the filters that are needed, the generated file was 
analyzed in the Omnipeek tool. Taking into account the characteristics 
of the ports of the equipment used, we had a capacity of 1 Gbps that 
could be reduced or limited to the capacity of 10 Mbps and generate 
traffic congestion and be able to analyze it. 
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Fig. 4. Network scheme with Mikrotik equipment 

 

TABLE I ROUTING TABLE 

Device Interface IP address Mask 

 

R2 

e0/3 

e0/2 

10.10.1.2 

192.168.10.1 

255.255.255.0 

255.255.255.0 

 

 R1 

e0/3 

e0/2 

 

    10.10.1.1 

 172.16.10.1 

255.255.255.0 

255.255.255.0 

 

TRex  eth0  

Servers 

eth1 

Clients  

172.16.10.2 

48.0.0.0 

 192.168.10.2 

        16.0.0.0 

255.255.255.0 

255.0.0.0 

255.255.255.0 

255.0.0.0 

For the configuration of the Mikrotik equipment, the Winbox tool was 
used, which shows us a graphical interface for the configuration.  
Interfaces were enabled to configure addressing and have connectivity 
between ports, an address was configured in  the core for quality of 
service analysis and the edge that connects or clients hosted on the 
designated port of the TRex traffic generator.  In addition,  static routes 
were established for connectivity between servers and clients. 

For the implementation of differentiated quality of service services in 
Mikrotik R1-R2 equipment, it starts with the classification and marking 
of traffic establishing rules and control policies.  In the IP / Firewall / 
Mangrove section, four rules were established for the marking of 
traffic in the R1 and R2 router since they acted as edge routers towards 
both servers and clients respectively, allowing to mark Stream traffic 
and traffic that interferes with Quality of Service. 

The first rule was used for connection dialing, and router R1 set the 
conditions of UDP Protocol and destination port 10000. In the R2 
router, UDP Protocol and source port 10000 conditions were 
established in order to perform the total dialing of all the requested 
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and response traffic generated.  In the second rule it was established 
that all marked connections, change the parameter DSCP=46. In the 
third rule, the  packets containing the parameter DSCP=46 were 
marked, that is, this rule managed to segment the Stream traffic  that 
is of interest for the treatment. As a fourth rule,  a general rule was 
established that marks all remaining traffic, in order to establish 
parameters so that it does not affect preferential traffic. This traffic 
was marked with the condition that the parameter DSCP=0. 

Traffic control policies were implemented to improve the treatment of 
traffic by gluing. In the Queues / Queue Tree section,  three queues 
were established, one parent queue and two child queues.  In the 
parent queue GENERAL the child queues were added, this queue 
controlled the total transmission and reception capacity, the 
parameters configured by default were preserved  as  shown in figure 
5. 

Fig. 5. Creation of the parent queue. 

 

In the first child queue, Stream's flagged packets were linked with the 
idea of providing a high priority 1 and with a guaranteed bandwidth of 
600kbits/s, which was obtained after traffic analysis and a maximum 
bandwidth of 1 Mbits/s, ensuring that congestion of other traffic does 
not influence,  shown in Figure 6. 
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Fig. 6. Creation of the first queue. 

 

Similarly, in the second child queue that was linked to the remaining 
traffic, a priority of 8 was established, a guaranteed minimum 
bandwidth was not established since this traffic is not preferred, but a 
maximum bandwidth of 9 Mbits/s was placed, which is the remaining 
bandwidth. 

F. Scenario with Cisco Equipment 

To evaluate the parameters in the implementation of the mechanism 
of Services Difference of Quality of Service, it was necessary to propose 
a scenario for the evaluation of the parameters of the traffic that flows 
through the link to study R1-R2 with Cisco equipment, as shown in 
figure 6 and the addressing in the table II. 

Fig. 7. Network scheme with Cisco equipment. 
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SHEET II ROUTING TABLE 

Device Interface IP address Mask 

 

R2 

g0/2 

g0/1 

10.10.1.2 

192.168.10.1 

255.255.255.0 

255.255.255.0 

 

 R1 

g0/2 

g0/1 

 

    10.10.1.1 

 172.16.10.1 

255.255.255.0 

255.255.255.0 

 

TRex  eth0  

Servers 

eth1 

Clients  

172.16.10.2 

48.0.0.0 

 192.168.10.2 

        16.0.0.0 

255.255.255.0 

255.0.0.0 

255.255.255.0 

255.0.0.0 

The scenario consisted of two Mikrotik Cisco 2911 routers, which 
simulated the Core network, in which the Differentiated Quality of 
Service Services model was implemented. An integrated Cisco 
Embedded Packet Capture (EPC) function was used which allowed us 
to generate the traffic capture file according to the filters that are 
needed, the generated file was analyzed in the Omnipeek tool. 
Similarly, based on the characteristics of the ports of the equipment 
used, a capacity of 1 Gbps could be reduced or limited the capacity of 
the ports of the core router to 10 Mbps capacity and traffic congestion 
was generated in the link of interest. 

The configuration of each of the Cisco routers was carried out using 
the Putty tool, through a console for each of the interfaces.  To 
establish connectivity between the servers and clients of the TRex 
generator that passed through the transit network, static routes were 
established with the following commands in the configuration 
terminal. 

Subsequently, the implementation of differentiated quality of service 
services for Cisco R1-R2 routers was carried out, starting with the 
classification and marking of traffic of interest, control and treatment 
adjustments were made.  For the classification, a Class-map was 
established  with its respective identifier to attach all the traffic of 
interest that you want to control. In this case, several Class-maps were 
created for both incoming and outgoing router traffic R1 and R2 
related to the transit interface between these two routers.  

In the input Class-map, several classes were established, with which 
the classification was carried out in an organized way with the 
condition that they comply with a specific DSCP.  For Class-map named 
Streaming traffic Strem_IN, the condition was placed that all traffic 
contained in its DSCP = EF parameter be linked to this class. 
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For the remaining traffic Class-map Resto_IN the condition containing 
in its parameter DSCP = DEFAULT is linked to this class was set.  The 
DSCP parameter was set as a condition in the input Class-map since all 
incoming traffic was analyzed already classified and marked from the 
other router, this was applied in both R1 and R2. 

In the output Class-map, the same number of input classes were 
similarly established, but with the difference that the condition is given 
by the protocol used by each traffic. For Streaming traffic named Class-
map Strem, the condition was placed that all traffic that is related to 
the rtp protocol and audio application is linked to this class.  For the 
remaining traffic Class-map Rest was set the condition containing in its 
parameter DSCP = DEFAULT is linked to this class. Since all traffic 
generated was marked with the DSCP = DEFAULT. 

Once the traffic was classified, the marking was made by creating the 
Policy-maps for entry and exit where the DSCP = DEFAULT value was 
modified in the classified Streaming traffic by the value of DSCP = EF, 
while the rest of the traffic was not made any change, since it was 
already marked with the DSCP = DEFAULT. 

For traffic control, the control and implementation of policies was 
carried out to improve the treatment of traffic by configuring 
parameters such as the priority percentage. Within the output Policy-
map the priority was added in which a priority percentage of 10 
percent was placed for Streaming and 80 percent for the rest of traffic. 
While in the input Policy-map the Streaming traffic was confirmed the 
placement of the DSCP=EF parameter.  These Policy-maps were finally 
placed in the interface towards the core in this way the Quality of 
Service was applied as shown in figure 8. 

Fig. 8. Streaming output policy-map generated in R1 and R2. 

 

 

IV. RESULTS 
This section presents the measurements and data obtained from each 
of the scenarios raised with the Cisco brand and Mikrotik. The results 
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were obtained and analyzed before applying the Service Differences in 
Quality of Service model and after applying it, the analysis was 
performed in the link between R1-R2 of each brand respectively. In 
order for there to be congestion in the link of interest, a negotiation 
was established at 10 Megabits per second in the port that connected 
the two core routers. Five measurements were taken, evaluated in 60 
seconds each, and an average and precise value of each parameter 
was obtained. In the monitored time, 22 streaming traffic calls were 
generated. 

Two QoS and non-QoS approaches were analyzed for each scenario. 

A. ikrotik equipment data tabulation 

For the section without quality of service,  the distribution of traffic 
analyzed is analyzed before applying the model of Services Quality 
Differences in the R1-R2 link, where 93.3%  of traffic generated by the 
Web service, 6.6% Streaming service  and 0.1% of Network Monitoring 
were obtained.   Another parameter analyzed is the total bandwidth 
occupied and distributed of the protocol,  where it is appreciated that 
the HTTP protocol of the Web service comprises mostly the total 
channel width unlike other services such as Streaming and Network 
Monitoring, congesting and altering the parameters of the servicesand 
the link with an average bandwidth of 11,322 Mbps. 

Five tests were carried out obtaining the value of the mean for each of 
the parameters mentioned below:   

• Streaming service bandwidth=0.5178 Mbps. 

• Latencia=141.06 milliseconds. 

• Packet loss=3.401%. 

• Jitter= 9.397 milisegundos. 

• CPU R1=2% utilization. 

• CPU R2=2.2% utilization 

For the quality of the calls, five tests were also carried out  considering 
the quality of the calls in an order of percentage of good, fair, poor and 
poor quality of calls. As shown in Figure 9. 

Fig. 9. Quality of calls without QoS fifth average taken,. 
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For the section with quality of service, the same parameters were 
analyzed for the case without quality of service obtaining the following 
results. Traffic distribution managedto obtain a 90.3 percentage of 
traffic generated by the Web service, 7.1% of traffic by Streaming, 
2.4% by the Network service and 0.2% byNetwork network.    For the 
total bandwidth, congestion was visualized, but with the policies that 
were implemented of Quality of Service in preference to the Streaming 
service  it did not causeor alterations in its parameters.  Similarly, the 
mean values for the other parameters are detailed below. 

• Streaming service bandwidth=0.5378 Mbps. 

• Latencia=21.99 milliseconds. 

• Packet loss=0%. 

• Jitter= 4.023 milisegundos. 

• CPU R1=5.8% utilization. 

• CPU R2=6% utilization 

 For the quality of calls, values of 100% were obtained for the quality 
considered as good, shown in figure 10. 

Fig. 10. Quality of calls with QoS fifth half taken,. 

 

B. Cisco Appliance Data Tabulation 

The parameters are analyzed considering that there is no quality of 
service.  Where for the distribution of traffic  It was possible to 
appreciate a 95.5  percentage of traffic generated by the Web service, 
4.4 percentage of traffic generated by the Streaming service. For the 
total bandwidth was made use of the maximum  capacity of the  link is 
10 megabits per second,  so  the Web service caused congestion and 
alterations in the parameters of the services and the link, with an 
average bandwidth of 11,022 megabits per second.   

The mean value was also obtained for the different parameters: 

• Streaming service bandwidth=0. 3676 Mbps. 

• Latencia=101. 406 milliseconds. 

• Packet loss=17. 836%. 

• Jitter= 8.481 milisegundos. 
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• CPU R1=1.4% utilization. 

• CPU R2=2% utilization 

Considering the analysis of the parameters with quality of service for 
the distribution of traffic sand managed to appreciate a 94.4% of traffic 
generated by the Web service, 5.6% of traffic generated by  the 
streaming service.  For the total  bandwidth, the HTTP protocol 
comprised mostly the total channel width, with a 10 Mbps link where 
congestion was displayed, but with the implemented Quality of Service 
policies in preference to the Streaming service did not cause 
alterations in its parameters. For the different parameters, the value 
of the mean was obtained and shown below: 

• Streaming service bandwidth=0. 4526 Mbps. 

• Latencia=21.068 milliseconds. 

• Packet loss=0%. 

• Jitter= 4.185 milisegundos. 

• CPU R1=6.2% utilization. 

• CPU R2=6.6% utilization 

In the same way as with the Mikrotik equipment for the quality of calls, 
values of 100% were obtained in the order of good quality for the 5 
tests carried out. 

C. Inferential results with and without quality of service model 

In the following section, the analysis of results based on the T-Student 
test was carried out, which was used to determine if there is a 
difference between the means of the groups of measurements, it is a 
test focused on small sample sizes. Five measurements were made is 
less than 30 measurements, it was decided to apply the Shapiro-Wilk 
normality test. 

According to the values obtained, it can be verified that all parameters 
comply with a normal distribution except for the packet loss 
parameter with Quality of Service,considering the significance level 
α=0.05. 

Tables III, IV, V and VI then show  the data  normality tests performed 
in the different scenarios.  Tables III and IV show the values for each of 
the parameters obtained in the Shapiro Wilk normality test without 
applying quality of service for each of the brands.  

 

 



 
 
 
 
 
  

 

 

2989   

TABLE III NORMALITY TESTS BEFORE APPLYING QUALITY OF SERVICE 
WITH MIKROTIK EQUIPMENT 

Normality tests 

 Shapiro-Wilk 

Gl Itself. 

Response time 5 .282 

Jitter 5 .507 

Packet loss 5 .393 

Bandwidth 5 .607 

Cpu Router 1 5 .325 

Cpu Router 2 5 .314 

TABLE IV NORMALITY TESTS BEFORE APPLYING QUALITY OF SERVICE 
WITH CISCO EQUIPMENT 

Normality tests 

 Shapiro-Wilk 

Gl Itself. 

Response time 5 .178 

Jitter 5 .329 

Packet loss 5 .210 

Bandwidth 5 .607 

Cpu Router 1 5 .060 

Cpu Router 2 5 .325 

 
Tables V and VI show the values obtained for each of the parameters 
obtained with the Shapiro Wilk normality test, after applying quality of 
service for each of the router brands, such as Mikrotik and Cisco.    

TABLE V NORMALITY TESTS AFTER APPLYING QUALITY OF SERVICE 
WITH MIKROTIK EQUIPMENT 

Normality tests 

 Shapiro-Wilk 

Gl Itself. 

Response time 5 .486 

Jitter 5 .985 

Packet loss 5 - 

Bandwidth 5 .268 

Cpu Router 1 5 .314 
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Cpu Router 2 5 .119 

TABLE VI NORMALITY TESTING AFTER APPLYING QUALITY OF 
SERVICE WITH CISCO EQUIPMENT 

Normality tests 

 Shapiro-Wilk 

Gl Itself. 

Response time 5 .141 

Jitter 5 .093 

Packet loss 5 - 

Bandwidth 5 .826 

Cpu Router 1 5 .314 

Cpu Router 2 5 .314 

The analysis of the null and  alternate hypothesis was carried out  for 
each of the parameters studied, considering before and after applying 
quality of service, from which the values of the mean, standard 
deviation and the relevant parameter of bilateral significance were 
obtained.   of the environment with Quality of Service with Mikrotik 
equipment  , or biendo results where the average for each parameter 
in the null hypothesis of the environment without Quality of Service 
with   the  Mikrotik s equipment of the Streaming service  is equal to 
or similar to the average of each parameter.    In contrast, in the 
alternate hypothesis this average is different. Rejecting the null 
hypothesis and accepting the alternative hypothesis.  In the same way, 
the same results were obtained with Cisco equipment. 

D. Inferential results between Mikrotik and Cisco brands 

The analysis was performed comparing each  of the service quality 
parameters between the Mikrotik and Cisco brands, considering 
before and after applying quality of service. A  specific hypothesis was 
applied for the parameters of bandwidth, latency, packet loss, jitter, 
CPU usage of router 1 and 2. Dentro of each parameter was applied 
the null and alternate hypothesis. 

En where for  the null  hypothesis the average bandwidth of the 
environment without Quality of Service with Mikrotik equipment of 
the Streaming service is equal to or similar to the average bandwidth 
of the environment without Quality of Service with Cisco equipment, 
while for the alternate hypothesis el average bandwidth of the 
environment without Quality of Service with Mikrotik equipment of 
the Streamin service g  is different from the average Cisco  team. 

Similarly, the bandwidth parameter was analyzed using the T-Student 
test, obtaining as a result Pvalor=0.0 of  bilateral significance, with 
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Pvalor<0.05 rejecting the null hypothesis  and accepting the alternate 
hypothesis, which indicates that the average bandwidth of the 
environment without Quality of   Service with Mikrotik equipment is 
different from the average bandwidth of the environment without 
Quality  of Service with Cisco equipment.  Therefore, a lower 
bandwidth value was obtained in Cisco equipment, because there is a 
higher percentage of packet loss of this service.  

The same procedure was performed for each of the parameters, 
before and after applying quality of service. Wheresimilar values were 
obtained for the two brands, except for the parameters of bandwidth, 
latency and packet loss  before applying quality of service and the 
latency parameter after applying quality of service. 

E. Discussion of results 

After having evaluated the parameters of bandwidth, latency, jitter, 
packet loss and CPU consumption of  the  routers for each of the 
brands,  improvement was evidenced after applying the  DiffServ  
model of quality of service considering that before applying this model 
there were quality problems in the streaming service,  packet loss and 
variation in quality parameters which was  verified with the help of the  
T-Student test, which was also used for the comparison between the 
Mikrotik and Cisco brands as can be seen in the  s  figure s 11, 12 and 
13 where  before  apply QoS it was verified that andxiste higher 
percentage of packet loss of the Streaming service in the Cisco brand  
which reduces the bandwidth of  the service and by dropping more 
packets of the Streaming service improved the latency in the Cisco 
brand on Mikrotik. 

Fig. 11. Statistics ofthe bandwidth parameter between Mikrotik and 
Cisco brands without QoS 
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Fig. 12. Statistics of the latency parameter  between Mikrotik and 
Cisco brands without QoS 

 

Fig. 13. Statistics of thepacket loss parameter between Mikrotik and 
Cisco brands without QoS 

 

Therefore, in the  cross-brand analysis after applying the DiffServ 
model of Quality of Service it was possible to verify that the behavior 
of the parameters was very similar except for the latency parameter 
where the Cisco brand is better as shown in Figure 14. 

Fig. 14. Statistics of latency parameters between Mikrotik and Cisco 
brands with QoS 

 

 

V. CONCLUSIONS 
• Based on the research conducted, a real traffic environment was 
implemented using the realistic TRex traffic generator, which is an 
open source traffic generator, belongs to Cisco and there are real 
equipment which can be assembled for traffic testing.  

• Through bibliographic review, opinion and points of view of different 
authors, the study of the DiffServ Quality of Service model was carried 
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out to improve the fundamental parameters of quality of service in 
environments with Mikrotik and Cisco equipment. This model is based 
on the marking of traffic through the service type field of the IP header, 
specifically the DSCP where several classes are established. It is a 
scalable model since there is a PHB hop behavior that is established by 
the network administrator according to the DSCP that is established in 
its header. 

• In the configuration by brands it was possible to verify that for the 
Mikrotik brand there is a visual configuration environment through a 
graphic interface, in the same way it has integrated the console to 
perform it in plain text, unlike the configuration in the Cisco brand, 
which focuses on the configuration through plain text in a console.  In 
both cases, the DiffServ Quality of Service model was established 
through the marking and policy establishment stages. 

• For the evaluation of the established parameters of bandwidth, 
latency, jitter, packet loss and CPU, the T-Student test was used in 
order to verify the difference between parameters between brands, 
before and after applying the DiffServ model, the results are better 
detailed in the Discussion of results section. 
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