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Abstract 

This paper brings out the drawbacks of dataset for Tomato leaf 

diseases. Diseases in tomato leaf causes major loss in economy 

and production as well as it reduces the quality and quantity of 

products. As a result farmers face a lot of  problem to control 

and monitoring of Tomato leaf health is treated by a number of 

factors and out of those factors is leaf disease and because of 

those factors it is difficult to detect Tomato leaf diseases in the 

early stage. Deep learning techniques have been used to detect 

Tomato leaf diseases, but the existing system failed to detect 

leaf diseases because existing datasets are trained and tested 

and on few images of leaf of a particular region. Very few 

diseases such as Early blight, late blight are covered in the 

existing dataset and segmentation is missing such as in which 

stage leaf is healthy or not, percentage of affected area of 

infected leaves in the existing dataset 

Keywords—dataset, segmentation, ages, deep learning, early 

blight, late blight. 

                                        

 1.INTRODUCTION 
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Diseases in leaf causes major loss in economy and production as 

well as it reduces the quality and quantity of products [1]. The 

estimated annual crop yield loss due to leaf disease is about 16% 

globally, which is the major cause of food shortage and increased 

food production costs [2]. According to the Food and Agriculture 

Organisation Report (FAO), the world’s population will reach 

approximately 9.1 billion by 2050. For a steady food supply, about 

70% of food production growth is required [3]. The factors 

affecting the leaf and their products are categorised as diseases 

and disorders. The important factors are the diseases caused by 

algae, fungi, or bacteria, whereas the biotic factors include are 

rainfall, moisture, temperature and nutrient deficiency [4]. In 

existing method to diagnose leaf diseases; one of the primary 

approach is a visual estimation. The traditional leaf disease 

diagnosing techniques depend on the farmer’s experience, which 

is most unreliable. Compared to the conventional leaf disease 

diagnosing techniques, the researchers have introduced the 

spectrometer to diagnose the plant leaves as healthy and infected 

[5]. An other method is to extract the leaves DNA by using the 

polymerase chain reaction [6] or real-time polymerase chain 

reaction [7]. Such techniques are challenging, expensive and time-

consuming, require a highly expertise, experiment condition and 

massive use of crop protection products. The recent trends in 

Artificial Intelligence (AI), Machine Learning (ML) and Computer 

Vision (CV) technologies allow developing the automated leaf 

disease detection techniques. These techniques can eaccurately 

detect leaf diseases in a limited time without human intervention. 

It has been observed that Deep learning has been the most 

prominent usage in agriculture [8].Chen et al. [11] proposed a deep 

learning model that counts the apples and oranges from the real-

time images. Dias et al. [12] proposed an apple flower semantic 

segmentation using the convolutional neural network (CNN) 

counting the number of flowers from the plants. Ubbens et al. [13] 

conducted a study to estimate the plant leaves using the CNN 

model. Recently, numerous types of deep learning architecture has 

been proposed for leaf disease classification. The most prominent 

technique is the convolutional neural network (CNN). A 

convolutional neural network is a class of deep nueral network 

inspired by the biological nervous system and vision system with 

significant performance compared to other models. As compared 

to Artificial Neural Network (ANN), CNN requires few neurons and 

multilayer convolution layers to learn the features, but it required 

an extensive dataset for training [10]. In the last few decades, 

several techniques have been developed to detect leaf diseases in 
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various crops [14,15]. In most of the techniques, features were 

extracted using the image processing techniques, then extracted 

features were fed to a classification technique. Deepa and 

Nagarajan [16] proposed a plant leaf disease detection technique. 

The authors first applied the Kuan filter for noise removal and 

applied a Hough transformation to extract the colour, shape and 

texture features. A reweighted linear program boost classification 

was applied to classify the plant leaf disease. The PlantVillage 

dataset was used to evaluate the performance of the proposed 

technique. From the above introduction covered we found that the 

existing dataset was imbalanced,  therefore, training the model 

was very much challenging. Very diseases were covered and 

segmentation is not present to check in which stage the leaf are 

infected or not infected as well as percentage of affected area of 

infected leaf of Tomato 

                                                          2.RELATED WORKS 

In the last few decades, many researchers worked on multiple 

crops, including tomatoes; their focus was not on the single tomato 

crop diseases [20–22]. The models were trained on specific region 

dataset (PlantVillage [23]), which was developed in the USA and 

Switzerland. The diseases of tomato vary from other regions due 

to the difference in leaf shapes, varieties and environmental 

factors [24]. Geetharamani and Pandian [20] proposed a deep CNN 

model to differentiate between healthy and unhealthy leaves of 

multiple crops. The model was trained using the PlantVillage 

dataset with 38 different types of crops with disease leaf images, 

healthy leaf images and background images. The focus of the 

model was not on single tomato crop diseases. The model is also 

trained in specific regiondataset USA and Switzerland, which failed 

to detect the region tomato leaf diseases. Kamal et al. [21] 

developed leaf disease identification models named Modified 

MobileNet and Reduced MobileNet using depthwise separable 

convolution instead of convolution layer by modifying the 

MobileNet [25]. The proposed model was trained on multiple 

crops of the PlantVillage dataset, where the leaf images were 

collected from a specific region of the world. Khamparia et al. in 

[22], proposed a hybrid approach to detect leaf disease using the 

combination of CNN and autoencoders. The model was trained on 

the PlantVillage dataset for multiple crop diseases and specific 

region diseases. In [26], Liang et al. proposed a leaf disease 

diagnosis and severity estimation network based on a residual 

structure and shuffle units of ResNet50 architecture [27]. The 

PlantVillage dataset was also used to detect the multiple crop 
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diseases of a specific region. Ferentinos [28] investigated AlexNet 

[28], Overfeat [29], AlexNetOWTBn [30], VGG [31] and GoogLeNet 

[32] deep learning-based architectures in order to identify the 

normal or abnormal leaf from  leaf images. The researchers 

performed the transfer learning approach using the PlantVillage 

dataset to detect the specific region’s multiple crops diseases. 

Many researchers worked on tomato crops diseases but also 

trained the models on a specific dataset PlantVillage. Khalifa et al. 

[33] proposed a CNN model to detect early blight and late blight 

diseases along with a healthy class. Sanjeev et al. [35] proposed a 

Feed-Forward Neural Network (FFNN) to detect early blight, late 

blight diseases along with healthy leaves. The proposed method 

was trained and tested on the PlantVillage dataset. Barman et al. 

[36] proposed a self-build CNN (SBCNN) model to detect the early 

blight, late blight potato leaf diseases, and healthy class. The 

PlantVillage dataset was also used to train the model, which is for 

a specific region. They did not validate their model on unseen test 

data. Tiwari et al. [37] used a pre-trained model VGG19 to extract 

the features and used multiple classifiers KNN, SVM and neural 

network for classification. The model also trained on the 

PlantVillage dataset to detect the early blight and late blight 

disease of tomato leaves. They did not test their model on unseen 

data. Lee et al. [38] developed a CNN model to detect the early 

blight, late blight diseases, and healthy leaves of tomato. The 

researchers also used the PlantVillage dataset belonging to a 

specific region. The model was not tested on unseen data. Islam et 

al. [39] proposed a segment-based and multi-SVM-based model to 

detect tomato diseases, such as early blight, late blight and healthy 

leaves. The summary of the related work is given below 
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4. CONCLUSION 

From the above related work we conclude that there are lot of 

problems exist in the related work due to improperrecognition of 

leaf diseases, differences in tomato diseases, dataset and 

ecological factors. The existing system have a bouncy faulty 

estimate to admit tomato leaf diseases in the particular region. The 

existing tomato leaves disease datasets contain lack of training 

samples with imbalanced class samples. Another problem is that 

the recent methods have a low concurrence speed due to the large 

number of trainable parameters needs to be improved. The next 

problem is that the existing dataset consists of not many images, 

whereas to train the CNN model dataset must be enormous. The 

existing dataset consists only 160 images i.e healthy leaf images. 

Let say if dataset split  into training, validation and testing by 70%, 

15% and 15% respectively, then the normal leaf class will be 

reduced for training. In that case, the existing methods have 

incomplete training in particular class. Existing dataset have an 

inequality class since the late blight and early blight class have 800 

images each. Therfore we can say that only few diseases such as 

early blight and late blight is covered.in existing dataset. Such a 
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method failed to achieve high accuracy The last problem in the 

related work is the non-availability of the tomato leaf 

segmentation technique such as in which stage the leaf are 

infected or not as well as percentage of affected area.  
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