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Abstract 

The WHO defines depression as a frequent mental disorder, in 

which the individual experiences guilt, loss of self-esteem, sleep 

problems, poor concentration, in consolation, permanent 

melancholy, lack of interest, changes in appetite and fatigue 

(WHO, 2022). 

In this paper, we generate predictive models by making use of 

data mining and machine learning techniques. 

The data used for this research corresponds to DAIC-WOZ 

(University of Southern California, 2019), a real world data set 

provided by the University of Southern California, which has 

clinical interviews in different formats: audio, video and 

questionnaire responses. We use different vectorization 

techniques (TF/IDF and BERT Vectorizer) and   apply different 

supervised learning techniques and Deep learning, namely: BERT, 

Decision Tree, Logistic Regression for global features, and also the 

combined techniques, BERT/Logistic Regression and Decision 

Tree/Logistic Regression.  We use accuracy metric to assess the 

quality of the models obtained. 

We identify that the BERT approach has a good performance over 

Logistic Regression model. Deep learning opens the doors to work 

with new deep learning and PLN techniques to analyze structured 

and unstructured information. 

 

Introduction 
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The WHO defines depression as a frequent mental disorder, in 

which the individual experiences guilt, loss of self-esteem, sleep 

problems, poor concentration, inconsolation, permanent 

melancholy, disinterest, changes in appetite and tiredness,  

depression can come to generate difficulties in relationships at 

work, school and family level, affect the ability to cope daily living 

and aggravating pre-existing medical conditions (WHO, 2022). 

Likewise, it is considered as the disorder that generates the 

greatest disability worldwide, far exceeding that generated by 

physical problems (Wagner, 2012).  

Depression is the consequence of interactions complex 

relationships between different elements at a psychological, social 

and biological level, and the individuals who go through adverse 

situations are more likely to suffer from it. According to  (Sartorato, 

2018) the psychological pressure on people to obtain greater 

productivity and addiction to technology, are factors that affect the 

presence of this disorder. Depressive disorder can be mild or 

complicated to become chronic. The Depression affects human 

beings regardless of their age or social status. It is considered the 

second cause of death in the world, in the population between 15 

and 29 years. 

 

In this paper we apply different supervised learning techniques and 

Deep learning to generate predictive models and get depression 

patterns in an audio and text dataset. We use the Crisp-DM 

methodology. 

 

The paper is organized as follows. Section 2 presents related works. 

Section 3 describes the corpus and techniques we use. Section 4 

shows the experiments carried out. The last section we show a 

summary of the findings in this work and lines of future work. 

 

II. RELATED WORK  

There are several approaches for Automatic Depression Detection. 

The approach of (Sau & Bhakta, 2017) makes use of artificial neural 

networks (Multilayer Perceptron) to predict depression from the 

geriatric population. They get dataset  by interviewing the 105 

selected elderly people in India. For model training, they analyze 

sociodemographic variables, morbidity conditions, and sleep 

problems. To assess the quality of the model, they use accuracy 

index.  
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In (Burdisso, Errecalde, & y-Gómez, 2020) the authors present  SS3, 

a framework designed for the detection of early traces of ERD risks, 

which uses incremental learning, vector generation, and the use of 

policies to select higher values and give the classification of texts of 

social networks, with the objective of a early detection of 

indications of depression. They use (CLEF, 2017) as dataset. For 

training, the system uses in total of 295023 submissions, 

respectively 30,851 (depression) and 264,172 (control). 

In (Li, Yang, Li, Chen, & Du, November 2020)  the authors  carry out  

a study for the recognition of mild depression using 

electroencephalography (EEG). Through graph theory they explore 

the abnormal organization in the Network of functional 

connectivity and generate functional connectivity matrices of five 

EEG bands (delta, theta, alpha, beta and gamma). They then use 

convolutional neural networks to recognize mild depression over 

the matrices. The results show that the functional network of the 

group of mild depression shows a larger characteristic path length 

and coefficient of clustering lower than the healthy control group. 

 

Geraci et al. (Geraci, et al., 2017) apply deep neural networks to 

texts from 861 medical records to phenotype depression in youth. 

The process followed considers: the use of encryption to eliminate 

the personal identification, the addition of 2 psychiatrists to label 

the EMR documents, the use of a brute-force search and finally, the 

training of a deep neural network. They  implement the system in 

R, and use  a dataset contains  861 documents, labeled in Adequate 

(depressed) and Not-Adequate (control). They uses  sensitivity and 

specificity to assess the models, and  Cross validation (Hea & Cao).  

They perform an automated analysis of depression using 

convolutional neural networks speech. The dataset used is 

AVEC2013  which has 150 videos of 82 people. 

In (Yang, y otros, 2017) they present a multi modal depression 

analysis in order to target the Depression Sub-Challenge (DSC) task 

of the AVEC2017. In here the data contains audio, video and text, 

and the proposed system target a hybrid depression classification 

framework. For Audio/Video model, they implemented a unimodal 

DCNN-DNN model as depression recognition where each segment 

of audio and video pass through the DCNN, followed by one ReLU, 

Pooling and Dropout layers,  and other two connected layers at the 

end. The second final fully connected layer will be the input of the 
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DNN. Now for text-based classification, they created some global 

features among the interviews transcriptions, i.e., number of filler 

words, number of laughs, number of sighs, among others. This new 

features were model using a RandomForest Classifier. For each 

interviews answers transcriptions, they extract the Paragraph 

Vector descriptors, which fed a layer of Support Vector Machines, 

which is used as an input for a Random Forest Classifier. Each of this 

outputs are multiplied using the AND operator to get the final 

result. They performed automatic depression analysis and created 

a multi-modal framework that can be used with different source of 

data.  

Finally, (Orabi & Orabi, 2018)  use the CNNWithMax, 

MultiChannelPoolingCNN, MultiChannelCNN and BiLSTM 

techniques to recognize depression in Twitter users. They use a 

data set containing the age, gender, and text of 1,145 Twitter users 

whose messages were tagged Control, Depressed, and PTSD 

(Coppersmith et al., 2015b). They use Accuracy, F1, AUC, Precision 

and Recall to assess the quality of the models. 

III. DATASET AND METHODS  

 

Dataset and implementation details  

In this study, we use the data from DAIC-WOZ Database (University 

of Southern California, 2019). It is a corpus contains one hundred 

eighty nine  clinical records  of patients and its is used to help the 

diagnostic of Psychological distress conditions.  It contains audio, 

text and transcriptions.  The dataset is partitioned into 3 data sets, 

namely training, development and testing sets.   Training set has 

107 instances. The second dataset, contains 35 instances and the 

last one is 47.  Each record is associated with its corresponding class 

label (non-depressed or depressed). 

Ellie conducts interviews, each of them lasts between 12 and 20 

minutes. Ellie es a virtual pollster. The corpus contains levels of 

depression according to PHQ-8 (Wu, et al., 2021).  The values to 

take range from  0 to 24.   

Regarding data scrubbing, we delete the Ellie's sentences. Also,  

remove stop words, and then, when the  PHQ-8 score is greater 

than 10, we tag the record as  1 (depressed).  During 

experimentation, we apply  different vectorizers, namely: TF-IDF 
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and BERT (Scikit-learn development, 2022). We also extract some 

additional global text features for each interview after the cleaning 

process. These include the number of stop words, laughters, the 

number of words, and the number of filler words. 

                             Interview classification with BERT  

BERT is an ANNs-based technique that  builds contextual 

representations. BERT learns relationships  between  words and 

identify their context. (Jacob Devlin and Ming-Wei Chang, Research 

Scientists, Google AI Language, 2018). We present in Figure 1  

BERT’s neural network Architecture. E1 is the vector representation 

of a word, T1 is the final output and the middle representations of 

the same word are called Trm. Diverse middle representations of a 

word have the same size (Jaramillo, Sánchez, & Cardona, 2022) 

(Srivastava, Hinton, Krizhevsky, Sutskever, & Salakhutdinov, 2014). 

 

Figure 1. BERT’s Neural Network Architecture, Source:  (Jacob 

Devlin and Ming-Wei Chang, Research Scientists, Google AI 

Language, 2018) (Devlin, Chang, Lee, & Toutanova, 2018)  

We use BERT tokenizer and set batch size =16, 

convolutional_neural_network layers =3  with the kernel of two, 

three and four, respectively.  The first densely connected neural 

network is powered by the output obtained by concatenating the 3 

layers of the convolutional neural network. We use a second 

densely connected neural network to predict the class label. The 

hyper parameters are NB_FILTERS = 100, FFN_UNITS = 256, 



Journal of Namibian Studies, 32 (2022): 267-275     ISSN: 2197-5523 (online) 
 

272 
 

NB_CLASSES = 2, DROPUT_RATE = 0.2 and NB_EPOCHS = 5, 

EMB_DIM = 200. 

Interview classification with Logistic Regression and Decision Tree 

Logistic Regression is a statistical model which estimates de 

probability of occurrence based on a dataset of independent 

variables. This algorithm is most recommended for binary 

classification as the output is bounded between 0 and 1 (IBM, 

2023). In this work we implement a Logistic Regression from 

Sklearn for the global text features, using the next 

hyperparameters, fit_intercepts=True, penalty=l1 and finally a 

solver=liblinear. 

The Decision Tree model is supervised learning technique for 

classifying and also regression models (Scikit-learn development, 

2022).  For the interviews, we implemented a Decision Tree using a 

TF/IDF vectorizer, both models were used to get the final output by 

multiplying using the AND operator since both outputs will be 

binary.   

Finally, we did use the Logistic Regression Model in order to use the 

global features with the BERT tokenizer model. The same behaviour 

is used to compare both techniques.  

 

IV. RESULTS OF EXPERIMENTATION  

In our evaluation, we get the quality of predictive models. For this, 

we use the accuracy metric.  Table 1 shows a comparative analysis 

of BERT, Decision Tree, Logistic Regression for global features, and 

also the combined techniques, BERT/Logistic Regression and 

Decision Tree/Logistic Regression, for Training and test and full 

datasets.  The result of the experiment shows that BERT used as a 

tokenizer shows better feature extractions that models such as TF-

IDF combined. The model that used Decision Tree/Logistic 

Regression, even though reach a 77% of accuracy, BERT/Logistic 

Regression hits almost 80% using the full dataset. 

 BERT Decision Tree 

(Interviews) 

Logistic 

Regression 

(Global text 

features) 

BERT/Logistic 

Regression 

Decision 

Tree/ 

Logistic 

Regression 

Training set 0.7500 1.00 NA NA NA 

Test set 0.8929 0.7300 NA NA NA 
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 Table 1. Model Accuracy 

I. CONCLUSIONS 

In this paper we apply  different supervised learning techniques and 

Deep learning, namely: BERT, Decision Tree, Logistic Regression for 

global features, and also the combined techniques, BERT/Logistic 

Regression and Decision Tree/Logistic Regression to identify 

depression patterns in Distress Analysis Interview Corpus DAIC-

WOZ.   

 

For the analysis, we apply data scrubbing techniques. The results of 

the experimentation show that Bert outperforms to the other 

techniques. BERT  lets to get contextual representations of words  

and considers directionality.  

 

As future work, we propose apply LDA to get topics from DAIC-WOZ 

database. 
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