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Abstract  
Skin cancer is the abnormal development of skin cells that occurs 
most commonly on sun exposed skin. This type of cancer can also 
develop on parts of your skin that aren't often exposed to the sun. 
A convolutional neural network is a type of deep neural network 
that is most typically used to evaluate visual imagery in deep 
learning. The main goal of this model is to detect skin cancer at an 
early stage so that it may be treated. This model is designed to 
distinguish between the seven forms of skin cancer. The major 
goal of this model is to increase the accuracy of existing models, 
with a particular focus on melanoma skin cancer detection 
because it is the worst type of skin cancer and failing to detect it 
early can result in death. If one notice a change in the skin, it 
could be a new growth, a scar that refuses to heal, or an uneven 
mole. There is an ABCDE rule for melanoma detection that helps 
dermatologists as well as the general public identify it. In this 
model there are numerous models, including Inception, Dense 
Net, and others. These are pre-trained models, and by fine-tuning 
the top layers, as well as all of the layers, to see how accurate 
they are. Finally, there is a combination of the two best models 
into an ensemble model to improve the system's accuracy and 
range even further.  

 

Keywords: Convolutional Neural Network(CNN), VGG 16, AlexNet, 
ResNet. 

 

Introduction 

There are seven categories of cancer that are named as Actinic keratoses 
and intraepithelial carcinoma / Bowen's disease, basal cell carcinoma, 
benign keratosis-like lesions (solar lentigines / seborrheic keratoses and 
lichenplanus-like keratoses), dermatofibroma, melanoma, melanocytic 
nevi, and vascular lesions are all represented in the dataset (angiomas, 
angiokeratomas, pyogenic granulomas and hemorrhage).  
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To develop hierarchical representations of data, the Deep Learning 
approach combines many processing layers. It provides a technique to 
harness a huge amount of data with a small number of people involved 
in feature engineering. Starting with AlexNet in 2012, the Deep Learning 
approach has made significant advances and evolution in Computer 
Vision in recent years. The image classification challenge is a fairly broad 
problem that encompasses any work that requires discriminating 
between photographs of various items. Deep CNN is distinguished by 
the fact that the earliest layers of the network often learn relatively 
generic and "low-level" image features, while the very final levels of the 
network learn semantics and high-level features. As a result, Deep 
Convolutional Neural Networks trained on one dataset for image 
classification tasks can be utilised for image classification tasks on 
various datasets with fine-tuning. As a result, fine-tuning has become 
popular in computer vision research. In "Dermatologist – level 
classification of Skin Cancer with Deep Neural Networks," Esteva et al 
claimed that " By optimising InceptionV3, CNN demonstrates artificial 
intelligence capable of classifying skin cancer with a level of competence 
equivalent to dermatologists, performing on par with all tested 
professionals. There are 2032 skin disorders in total in this dataset, 
divided into nine skin disease partitions. Esteva et al attained up to 66 
percent accuracy classification on nine classes by fine-tuning 
InceptionV3 on this dataset.  

Cancer is a disorder when the body's cells proliferate abnormally and 
out-of-control. [1]Cancer forms when the body's normal regulatory 
system fails. Old cells do not perish; rather, they expand uncontrollably, 
giving rise to new cells (abnormal cells). These extra cells might come 
together to form a tissue mass known as a tumour.  

Leukaemia is one type of cancer that only results in the growth of 
tumours[2]. Any area of the body may experience it. Even if there are 
many skilled physicians available, people suffer more in developing 
countries. [3] People often mistake any skin lesion for a common virus or 
anything else because they are ignorant of the condition. As a result, 
they overlook the lesion, which causes it to spread and potentially be 
fatal. Therefore, there are technologies like DCNN that can identify skin 
cancer just by providing the machine a picture of the condition [4].  

Related Work  

Hamd and Asa were able to forecast skin cancer by examining pigment. 
They used a computational method based on symmetric colour for skin 
lesions' pigments [5]. Artificial Intelligence and Signal Processing (AISP) 
was first used to identify and segment the lesion's margin. The 
symmetry level for each picture was evaluated in order to differentiate 
benign tumours. Then, symmetric parameters were chosen in order to 
calculate. In the images of skin lesions, melanoma, basal cell carcinoma, 
and squamous cell carcinoma were recognised. Two adaptation 
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techniques for skin lesions were developed in this work. The earliest 
method of adaptation was using reddish, yellow, brown, and black 
colours or synthetic spectrums.   

The second method included adjusting utilising a database of healthy 
and unhealthy colours. The comparison of the outcomes involved 40 
photographs altogether. Classification results for the first and second 
approaches were 80 and 92.5 percent, respectively. The results will be 
better with more segmentation of skin lesions or with a database of 
pigments and spectra.  

Skin cancer was identified by Abdol-al Jalil et al using a neural network 
[6]. They used software for image processing and artificial intelligence. 
In order to improve picture quality and reduce noise, the skin 
photographs underwent preprocessing. They were segmented following 
the thresholding process. The distinctive characteristics of skin cancer 
were extracted using the 2-D wavelet transform. The retrieved 
characteristics served as input for the neural network. A back-
propagation neural network was used by the researchers to divide the 
dataset into cancer and non-cancer categories [12. The results generally 
indicated that the data classification accuracy was excellent. A technique 
based on dermoscopy was proposed by Celebi and associates to identify 
skin cancer [7]. The JSEG technique was originally applied in [8] to 
identify lesion borders. Colour and texture were extracted using GLCLM, 
and malignant lesions were subsequently identified using SVM 
classification. The results of this method's testing on a database of 655 
dermoscopic pictures revealed that the system was 90% accurate.   

A method that employs a quick median filter as a preprocessor was 
reported by Abdul Jaleel et al. in their study [9]. GLCM was used to 
extract contrast, correlation, and asymmetry properties after the lesion 
was removed from the picture using thresholding and entropy maximum 
methods. Finally, a forward feed neural network was used to perform a 
classification procedure. The accuracy of the algorithm was discovered 
to be 88 percent.  

Barata et al. [10] suggested a method for identifying skin cancer based 
on regional and universal features. This study sought to identify the ideal 
diagnostic strategy (both local and global), as well as the ideal traits 
(colour and texture). Three distinct classifiers—KNN, SVM, and 
Adaboost—as well as different combinations of attributes were used in 
the research. The results showed that a simple classifier like KNN may be 
used to get the desired outcome. In addition, the colour feature 
operates better than the texture feature. Only a few characteristics are 
needed to classify with high accuracy and improve system 
generalisation. The results showed that both procedures could be used 
to get the intended outcome, however the local strategy required more 
time.  
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Proposed Work  

The following problem statements in relation to skin cancer are the 
focus of this research: -Classification of skin cancer images into 
appropriate 7 categories: Melanocytic nevi, melanoma, benign keratosis-
like lesions, basal cell carcinoma, actinic keratoses, vascular lesions, and 
dermatofibroma are all examples of melanocytic nevi. Specifications of 
the Dataset For the issue statement, HAM10000 and ISIC 2018 Dataset 
used. For the purpose of classification: The 10000 images are divided 
into 7210 training instances, 1803 validation examples, and 1002 test 
examples after being normalized by dividing by 255.  

A.  Dataset  

HAM 10000 dataset and ISIC dataset used for the skin lesion images. 
2000 cancer cases and 8000 benign samples make up the dataset. With 
almost 7000 occurrences, melanocytic nevi are overrepresented in the 
collection. As a result, the designed neural network model ought to 
attain an accuracy of more than 60% even in the worst-case scenario. 
Five samples of each type of skin lesion are shown in Figure 1. It's 
challenging for non-experts to differentiate between the two types. The 
original images are of large size (450 x 600), scaled them to 64x64 RGB 
images for the baseline model and 192x256 for fine-tuning models. The 
dataset is divided into 7210 training examples, 1803 validation 
examples, and 1002 test examples after being normalized by dividing by 
255.  

Fig1: Pie Chart of Pigmented skin lesion 

 

B. Baseline Model  

Before fine-tuning DCNNs, create a small CNN to simulate the difficulties 
of classifying skin lesions.  The developed CNN's architecture for this 
research is as follows: A convolutional layer with 16 kernels of size 3 was 
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applied first, along with padding to maintain the same picture size. 
Secondly, a 2x2 window maximum pooling layer. As a result, the size of 
the spatial activation is reduced by 2x in the feature maps. In next step, 
a convolutional layer with padding to maintain the size uniform and 32 
kernels of size 3 each.  A maximum pooling layer with a 2x2 window 
comes in next stage. As a result, the size of the spatial activation is 
reduced by 2x in the feature maps.  

 The fifth step is a convolutional layer with 64 kernels, each of size 3, 
with padding to maintain uniform size.  A max pooling layer with a 2x2 
window makes up the sixth layer. As a result, the size of the spatial 
activation is reduced by 2x in the feature maps.[13]  

Heuristics are the foundation on which this model is formed. I employ 
the shortest (3x3) convolutional layers and increase the number of filters 
in the output anytime the spatial activation size is reduced in order to 
maintain roughly constant hidden dimensions. In order to train this 
model, more data is needed. The goal of this approach is to ensure that 
the model never sees the same image again by slightly changing the 
training dataset at the beginning of each session. The Adam optimizer is 
used, and the learning rate is set at 0.01. Learning rate decay is used to 
cut the learning rate in half when the validation accuracy peaks after 
three epochs. The baseline model is trained for a total of 35 epochs.  

Figure 2: Skin Cancer Images  
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C. VGG16  

Despite the fact that several DCNNs models perform better on ImageNet 
than VGG16, previously chose to improve VGG16 because to its 
simplicity. The VGG16 D schema is shown in Figure 3. Similar to the top 
performing VGG16 net, the third, fourth, and fifth convolutional blocks 
all have four convolutional layers. On ImageNet, VGG16 has a top-5 
accuracy of 0.901 and a top-1 accuracy of 0.713.  

Figure 3: VGG16 Model 

 

The top fully-connected layers of VGG16 are eliminated, and new fully-
connected layers are added for our classification tasks (including one 
global max pooling layer, one fully connected layer with 512 units, one 
dropout layer with 0.5 rate, and one softmax activation layer for 7 types 
of skin lesions). To prevent the weights for these layers from being 
entirely random and the gradient from being too big when we start fine-
tuning, first freeze all layers in VGG16 and do feature extraction for the 
just added FC layers. Unfreeze the last convolutional block of the VGG16 
after 3 epochs of feature extraction, then start finetuning the model for 
20 epochs. Adam optimizer and learning rate of 0.001 are applied 
throughout the training procedure. The baseline model's data 
augmentation and learning rate degradation strategies are used. VGG16 
underwent 30 epochs of finetuning[14].   

D. Inception  

On ImageNet, Inception V3 had the best results, scoring 0.779 for top-1 
and 0.937 for top-5 accuracy. The Inception modules, which are 
essentially little versions of the larger model, are what give the third 
version of Inception its name. The concept stems from the notion that 
each layer must decide what kind of convolution it wants to make: Do 
you want a 33? Or a 5×5? The notion is that you don't have to know in 
advance if it would be preferable to do, for instance, a 33 or a 55. Simply 
do all the convolutions and let the model to choose what is best. The 
model can recover both local characteristics through smaller 
convolutions and highly abstracted information through bigger 
convolutions thanks to its design. Because the bigger convolutions need 
more work, [4] advises using an 11 convolution to reduce the feature 
map's dimensionality, followed by sending the resultant feature map 
through a ReLU, before performing the larger convolution (in this 
example, a 55 or 33). The 11 convolution is crucial since it will be applied 
to lower the feature map's dimensionality.  
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Fig4: Inception V3 

 

Fig5: Inception V3 Block Diagram 

 

Perform two different types of experiments using Inception V3, which 
was learned on ImageNet using 11 inception blocks: Inception V3's last 
two inception blocks should be fine-tuned, followed by the entire 
pretrained model. The reason for this is because Keras has implemented 
Batch Norm. The following describes how Keras implemented Batch 
Norm. Whether the BN layer is frozen or not, the network will always 
utilize the mini-batch statistics during training, and it will also use the 
previously learnt statistics of the frozen BN layers during inference. The 
weights of the top layers will thus be updated to the mean/variance of 
the new dataset if fine-tune them. However, because the mean and 
variance of the original ImageNet dataset will be utilized, they will get 
values that are scaled differently during inference. Therefore, it will give 
extremely poor validation accuracy if it is followed precisely the fine-
tuning VGG16 with InceptionV3.  

The statistics of the mini-batch from the training data set will be used by 
the batch normalization layers during inference as a temporary fix for 
this problem if all layers are set to trainable. To fine-tune Inception V3's 
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top two blocks as well as all of its layers, with all of the model's batch 
normalization layers set to trainable. These 35 epochs make up this 
experiment. It took 20 epochs to perfect the whole Inception V3 system.  

Inception- ResNet is another kind of Inception that excels on ImageNet. 
Residual connection, which is proven to be essentially important for 
training very deep neural networks, is incorporated into Inception 
ResNet. The overall architecture of this model is shown in figure 6, and 
the architecture of the Inception-ResNet-C module, which will be 
adjusted, is shown in figure 7. Inception V3, Inception-ResNet V2, and 
VGG16 were tuned using the same training method. Inception-ResNet 
V2's top layers were tweaked for 30 epochs.  

E. DenseNet  

Dense Net, a newly released DCNN architecture, ranks among the best 
on ImageNet with a top-1 ranking of 0.936 and a top-5 ranking of 0.773. 
Although Dense Net performs similarly to Inception V3 in terms of 
performance, it contains less parameters (20 million as opposed to 23 
million for Inception V3). Figure 8 shows the overall layout of a dense 
block, one of the four dense blocks that make up Dense Net 201. In a 
dense block, all successive layers L - l receive the featuremaps from all 
preceding convolutional blocks as inputs, and the lth layer also receives 
its own feature-maps. Every layer writes to the layer after it and reads 
the state from the ones before it. It alters the situation while 
simultaneously transmitting important information. By concatenating 
features rather than summing them as in ResNet, Dense Net design 
explicitly distinguishes between information that is contributed to the 
network and information that is kept.  

Figure 6: DenseNet Model 

 

One layer in a dense block produces feature maps using a composite 
function that combines batch normalisation, ReLU, and a 3x3 
convolution. Between each dense block, there is a layer of convolution 
and a layer of pooling, together known as a transition layer. Four dense 
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blocks make up Dense Net 201, and  it will use  for two different kinds of 
experiments: [15]The final dense block, which contains 32 layers, should 
be fine-tuned first, followed by the entire network. Dense Net is tuned 
using the same training method as in earlier sections. DenseNet 201's 
top layers underwent a total of 27 epochs of fine-tuning, while the 
entire network underwent 20 epochs of fine-tuning. It initialised the 
weights as the original weights from the pretrained model on ImageNet 
when fine-tuning the whole Dense Net 201 and Inception V3 model[16].   

F. Ensemble Model  

While fine-tuning all layers takes less time overall than fine-tuning only 
the top layers, it produces results that are superior to those obtained 
when fine-tuning only the top layers. This is because the model only 
worked for 20 epochs while finetuning all layers, but for 30 epochs when 
fine-tuning the top layers. The findings wouldn't be as good if you 
merely finetuned the top layers for fewer than 30 epochs. This finding 
suggests that fine-tuning the entire model leads to better final results 
and speeds up convergence compared to only the top layers. Dense Net 
201 provides the best single outcome in both scenarios, which is 
astounding considering that this model has even less parameters than 
Inception V3. thick Net is an extremely thick, deep model with minimal 
parameters, as stated in [5]. The effectiveness of DenseNet 201 in this 
experiment confirms the validity of employing DenseNet 201 for transfer 
learning on a dataset from a totally new domain that was pretrained on 
ImageNet. I used ensemble learning to generate an ensemble of the 
previously fully-tuned Inception V3 and DenseNet 201 models, and I got 
the best results with 88.8% accuracy on the validation set and 88.52% 
accuracy on the test set.  

Performance Evaluation  

Better results are obtained when all layers are fine-tuned than when 
only the top layers are, and fine-tuning all layers takes less time overall. 
The reason for this is that while fine-tuning all layers only lasts for 20 
epochs, it lasts for 30 epochs when finetuning the top layers. The 
findings wouldn't be as good if you merely fine-tuned the top layers for 
fewer than 30 epochs. This finding suggests that fine-tuning the entire 
model will improve the final product and speed up convergence 
compared to merely fine-tuning the top layers. Dense Net 201 provides 
the best single outcome in both scenarios, which is astounding 
considering that this model has even less parameters than Inception V3. 
A particularly thick and deep model with few parameters is called a 
dense net. The effectiveness of DenseNet 201 in this study confirms the 
validity of utilizing DenseNet 201 for transfer learning on a dataset from 
a totally new domain that was pretrained on ImageNet. I used ensemble 
learning to construct an ensemble using the previously fully-tuned 
Inception V3 and DenseNet 201, and I got the best results with 88.8% for 
the validation set and 88.52% for the test set. By using the techniques of 
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transfer learning and ensemble learning, it will be possible to put 
together a team of optimized DenseNet 201 and Inception V3 that 
obtained 88.52% accuracy on the test set and 88.8% accuracy on the 
validation set for HAM10000.  

Table1: Comparision of results of Ensemble Model 

 

Conclusion  

Inception V3 and DenseNet 201 were combined in this study using the 
techniques of transfer learning and ensemble learning, and they were 
able to obtain 88.52% accuracy on the test set and 88.8% accuracy on 
the validation set for HAM10000 (a subset of ISIC 2018). It has also been 
discovered through tests that, for this dataset, fine-tuning the entire 
model results in superior final results and speeds up model convergence.  

Overfitting is one severe issue that has been noted throughout training. 
The training data in every study trial was overfit by 10% to 13%. Many 
techniques are employed to reduce overfitting, but they were unable to 
reduce it any more. The models will improve when more is done in the 
future to prevent overfitting and develop better training methods.  

Future Work  

As a follow-up to the experiment, researchers investigated ways to more 
actively identify lesions in the image itself and do the categorization in 
real-time for easy usage by dermatologists and the individual who 
suspects they may have skin cancer. We suggest employing 
segmentation with masking for this, which may be done by wellknown 
pre-trained CNNs like AlexNet by instructing it to do segmentation tasks. 
Microsoft's proposal to apply MASK-RCNN on the COCO dataset yielded 
the best results.  
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