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The impact of Al on virtual sound filed shaping
in the context of digital music

Liu Xi-ya!

Abstract

Al has been developed sharply in these years. Especially while the
ChatGPT catch the eyes at the year of 2023 by Microsoft. As a
musician, | start to concern whether the music Al can replace me in
the future. In this case, this paper will explore the impact of the core
technology of music mastering Al on the shaping of virtual sound
filed in the music production process in the context of digital music.
The case of Li's(2014) paper will be used to discuss how the core
technology of Al can make more and deeper changes to the steps
already implemented at that time to achieve more accuracy, as well
as to analyze and explore the concepts mentioned in
Owsinski's(2013) paper in conjunction with the research question -
Can virtual sound filed constructed by musical mastering Al have
the potential to replace human musicians? | will give my conclusion
of what I think at last.

Keywords: Music Mastering Al, music production, virtual sound
filed.

1. Introduction
1.1. Research Background

In the early 1970's they developed a 2-channel recording system and
deployed digital audio transmission systems in their broadcast centers
and operations rooms. The first all-digital recording was Ry Cooder's
"Bop 'Til You Drop" in 1979, and in 1978 an urgent project led the
British record company Decca Records to develop its own two-track
digital recording equipment, and Decca released the first recordings in
Europe in 1979.

With the help of Sony's Digital Audio Stationary Head and Mitsubishi's
Pro-Digi technology, digital recording quickly became mainstream in
the 1980s. 1982 saw the introduction of CDs by Sony and Philips,
making digital audio popular with consumers.

The core technologies of Al: the first one is machine learning (machine
learning and all its components are a subset of Al. (Alpaydin, 2020)
Machine learning applies various algorithms to different types of
learning methods and analytic techniques, allowing systems to learn
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from experience and continuously improve automatically, without
explicit programming (Jordan, & Mitchell,2015); the second is natural
language processing (NLP) (Manning & Schiitze, 1999), with the help
of NLP techniques, machines can recognize and understand written
language and voice commands, including translating human language
into language that algorithms can understand (Jurafsky & Martin
,2019); the third is computer vision, which helps computers to view
and understand digital images and videos, rather than just recognizing
or classifying them (Forsyth& Ponce, 2011); the last is robotics
(Siciliano& Khatib, 2016). These core technologies intervene to easily
test and detect the acoustic environment, resulting in a figurative
sonic image, which is not only very beneficial to beginners in music
recording for further analysis and learning, but also allows advanced
researchers to cut out some of the more basic steps. For example, the
editing of breathing breaths, fixing pitch, and other basic tasks.
Although these criteria are very abstract concepts, the ear has little
memory for sound, so the use of Al techniques to help us remember
musical sensations is undoubtedly a great contribution to basic
learners and advanced researchers.

1.2. Research Overview

Music production is a new view that emerged with the rapid
development of computers music industry. Musicians use recording
technology and computers do music production, converting electrical
signals to digital signals and then using computer audio workstations
to complete the work of composing, arranging, recording, mixing, and
mastering.

1.2.1. The significance of build a virtual sound filed

Virtual sound field production is a significant development in audio
technology, as it offers a new level of immersion and realism in audio
experiences and has a wide range of potential applications in various
fields. In the music industry we often record sounds as direct sounds
which is more malleable in later stages, but sometimes to produce a
particular sound, we also make sounds that have early reflections or
reverberations, which sound more realistic.

In the music production process, musicians pay special attention to the
design and adjustment of the virtual sound field, but because in the
post-production process, each musician has a different understanding
of the subjective thinking and musical aesthetics of the music, the
mixing process is often described as a "secondary creation" process,
which is also the process of reproducing the details of the real sound
field, but This process is also often used to add a lot of exaggerated
processing to make a certain part stand out more and make the whole
song sound new.
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Combined with Al, the process of music production does not reduce
the quality of music because of the intervention of computer
technology, but rather music recording and mixing requires more of
the acoustic environment because the intervention of Al can achieve
more of the new technology.

1.2.2. Important factors influencing the establishment of virtual
sound field

Virtual sound stage building is the most soulful and central stage of the
music production process, and the way a piece of music is built can
greatly affect the way it is perceived, depending on the preference of
musician, perceived quality and emotional perception. This is a highly
complex, multi-dimensional process problem that requires the
combination of many different complex sounds, and will also be done
in many different ways. The processing and modification of each track
is dependent on the mixing of all the other instruments, and each
processing and modification needs to be presented in a different way.
For example: some equalizer settings are applied in electric guitars,
which may be very different from the equalizer settings in acoustic
guitars. This process is in a highly complex and non-linear space,
heavily dependent on human music perception, preference for music
and human auditory and emotional response to music.

In the virtual sound field construction, the sound field is judged by five
abstract criteria: one is the "sense of hierarchy", two is the "frequency
band distribution", three is the "sense of space", four is the "sense of
distance", five is "dynamic distribution". (Owsinski,2013)

The sense of hierarchy is the sound of various instruments is accurately
positioned, do not interfere with each other, placed in front of the
sound field of instruments and instruments placed behind the sound
field has a greater degree of separation, reflecting a strong sense of
definition. (Siltanen & Pulkki, 2010)

Frequency listening sense refers to the feeling of each frequency band
by size by themselves. For example: high school and low frequency
they themselves according to the mutual size ratio and reflect the tone
brightness (Siltanen & Pulkki, 2009).

The sense of space refers to the distance, height and position of each
instrument, whether into a three-dimensional sense, whether you can
feel the size of the instrument in three-dimensional space and the size
of the environment, etc (Begault & Wenzel, 2009).

The sense of distance includes horizontal distance and vertical
distance. The horizontal distance refers to the restored sound field,
the most two ends of the instrument, how far away in the middle.
Therefore, in the recording pickup process, we often shake the signal
of high frequency from left to right, and then monitor by playback to
determine whether the lateral distance expressed by its signal is
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consistent with the real sound field. Vertical distance refers to the
distance between the front and the end of the instrument on the
"stage" when restoring the sound field, also called depth (Tervo, Lokki,
& Vaananen, 2009).

Dynamic balance physically reflects the law of change of the total
amount of things, that is, the total amount of internal components has
a relative balance between the relationship. In music, dynamic balance
refers to the balance between the largest dynamic and the smallest
dynamic instruments in the whole song, so that the overall sound field
of the music can have a sense of hierarchy, distance, frequency band
listening and spatial sense. In addition, it can make the whole music
can have emotional high and low ups and downs (Kalluri, & Vipperla,
2010).

The process of music mixing entails a step of arranging a wide variety
of sound sources in a stereo or mono or even surround track, which
may come from different instruments, vocals or orchestral music.
However, the techniques and the equipment are using in the different
methods by synthesizers, sound processors and mixing desks to mix
the song, to build a sound filed. Today, with the advent of technology,
computers and mixing software are enough to complete the mixing
operations properly that were previously performed. Music engineer
is the person to mix the sounding instruments together to create the
final sound. The main way they work is to add or subtract a certain
amount of volume to each instrument at a certain time, to add or
subtract dynamics to each instrument at a certain time, and to add
width and depth to a certain extent, in order to enhance the
spaciousness of the music.

1.3. Purpose of the study

Music engineers can use the technology to restore the original sound
filed or rebuild a special sound filed by using technology. These
technologies are made by algorithms. This paper will explore whether
different algorithms can replace human musicians in the future by
combining the process of establishing a virtual sound field, the role
that music mastering Al can play and the application of different
algorithms in music mastering Al.

2. Common Algorithmic Rules for Al Models in Music
Mastering Al

Music Mastering Al is a technology that uses Al algorithms and
techniques to analyze and enhance the sound quality of music
recordings during the mastering process. Music Mastering Al can help
automate the mastering process by analyzing the audio data of a
recording and making adjustments to EQ, compression, and other
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parameters to optimize the sound quality. The technology uses
machine learning algorithms to learn from previous mastering
sessions, which allows it to make more informed decisions and achieve
more consistent results.

2.1. Acoustic Model

Acoustic models are used by music mastering Al to simulate the human
ear's perception of sound in order to understand the human ear's
perception of sound. Acoustic models are currently used in many
applications. For examples: (1)Sound feature extraction: Al can learn
to extract features of audio signals by analyzing large amounts of audio
data, using acoustic models using large amounts of data audio training
and optimization. Al can use techniques such as deep learning to train
and optimize the acoustic model to improve the accuracy and
generalization of the model. There is also a key task in acoustic models
such as processing of audio signals. In addition, Al can also use
techniques such as adaptive filtering to process the audio signal in real
time to adapt to different environmental and scene requirements.
Acoustic models are extracted from time-domain features, frequency-
domain features and acoustic features (Tzanetakis & Cook, 2002). (2)
Model training and optimization: acoustic models are models trained
by Al algorithms, which require a large amount of audio data for
training. Al can use techniques such as deep learning to train and
optimize acoustic models to improve the accuracy and generalization
ability of the models. In addition, Al can continuously improve the
performance of the model by iteratively training the model. It makes
it possible to do data pre-processing, model selection, parameter
initialization, loss function, optimization algorithm and regularization,
etc (Thakur & Dhiman, 2021). (3)Audio signal processing: Al can use
techniques such as deep learning to de-noise, noise reduction, gain,
etc., to improve the quality and audibility of audio signals. In addition,
Al can also use techniques such as adaptive filtering to process audio
signals in real time to adapt to different environments and scenarios
needs, which include time and frequency analysis techniques, filtering
algorithms, compression techniques, sound feature extraction, speech
recognition and audio synthesis (Brownlee, 2019).

2.2 Dynamic range control

Dynamic range control is to make the loudness of the audio signal
more balanced, while preventing the signal from being clipped or
distorted and adjusting the dynamic range of the audio signal through
the music mastering Al control dynamic range algorithm. Dynamic
range control data pre-processing: Before the model training, the data
needs to be pre-processed, including data cleaning, de-noising,
normalization and other operations, in order to improve the training
effect of the model. Dynamic range control has the following
algorithms: compression algorithm (compression algorithm reduces
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the dynamic range of the audio signal by reducing the variability of the
audio, making it more consistent and balanced), extension algorithm
(enhances the detail and variability of the audio by increasing the
dynamic range of the audio signal), noise threshold algorithm (a
special dynamic range control algorithm, mainly used to reduce the
effect of noise and background noise) limiting algorithm ( a more
radical dynamic range control algorithm, which restricts the maximum
amplitude of the audio signal by forcing it not to exceed a
predetermined range), etc.(Hasan and Ali, 2016)

2.3. Equalizer

Music mastering Al can use equalizer algorithms to adjust the
frequency response of the audio signal, such as enhancing low or high
frequencies, to improve the clarity and good listening experience of
the audio signal. Digital filter is a common equalizer algorithm that
adjusts the frequency response of audio by the parameters of the
filter. Digital filters are wusually designed according to the
characteristics and requirements of the audio signal, the appropriate
filter type and parameters to achieve the best equalization effect. The
types are parametric equalizer, digital filter, graphic equalizer,
dynamic equalizer, linear phase equalizer, etc. Neural network is an Al
algorithm widely used in audio processing, which can be trained to
learn the characteristics and response laws of audio signals in order to
achieve adaptive equalization. Neural network equalizers usually have
high adaptivity and processing accuracy, but requires more training
data and computational resources. Genetic algorithm is an
optimization algorithm based on the principle of genetics, which can
optimize the equalizer parameters by continuous evolution and
screening. Genetic algorithm equalizers usually have high optimization
accuracy and robustness, but require longer computation time and
complex parameter settings ( Abdallah and Plumbley, 2020).

2.4, Noise Suppression

Music mastering Al can use noise suppression algorithms to remove
noise from audio signals, including background noise, electromagnetic
interference, etc., to improve the quality of audio signals. Deep
learning is a branch of Al that uses deep neural networks that can
extract features in the audio signal, which in turn enables noise
attenuation or removal. Noise suppression algorithms based on
frequency domain processing can convert the audio signal to the
frequency domain and suppress the noise at different frequencies. The
noise suppression algorithm based on time domain processing is to
directly process the audio signal in the time domain, using filters or
other techniques to remove or attenuate the noise. Model-based
noise suppression algorithms need to build a model to describe the
relationship between the audio signal and the noise, and then use the
model to remove or attenuate the noise.
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2.5. Compression and limitation

Music mastering Al can use compression and limiter algorithms to
adjust the dynamic range and loudness of the audio signal to improve
the stability and overall volume of the audio signal. Support Vector
Machines (SVM) is a common classification algorithm that achieves
classification by dividing hyperplanes in different feature spaces.
Hidden Markov Model (HMM) is a probabilistic model for modeling
sequential data, which is widely used in speech recognition,
handwriting recognition and music information retrieval. In
compression and limiter, HMM can be used to build dynamic models
of audio signals for more accurate identification and classification of
audio signals. Neural Networks (NeNs) are computational models that
mimic biological neural systems and enable classification and
prediction of data by continuously optimizing weights and biases. In
compression and limiter, neural networks can be used to model the
audio signal and adjust the dynamic range of the audio signal based on
the results of the model prediction. In compression and limiter, Al
typically uses deep learning algorithms to train models and uses these
models to predict the dynamic range of the audio signal in order to
process the audio signal. Al can predict the dynamic range of an audio
signal by analyzing and learning from the input signal, and compress
or limit the signal based on the prediction. Al can adaptively adjust the
compression/limiting parameters based on the dynamic range of the
input signal to achieve more accurate audio processing. Al can
intelligently adjust the threshold of the compressor/limiter to
different types of audio signals by learning the characteristics of the
input signal. Al can predict the dynamic range of an audio signal by
analyzing and learning from the input signal, and compress or limit the
signal based on the prediction. Al can adaptively adjust the
compression/limitation parameters based on the dynamic range of
the input signal to achieve more accurate audio processing. Al can
intelligently adjust the threshold of the compressor/limiter to
different types of audio signals by learning the characteristics of the
input signal. (Ward & Staley, 2019)

3. The interplay between "technical" standards in
human-shaping virtual soundscapes and music

mastering Al
3.1. Human musicians are shaping the feel of the mixing music

The virtual sound field cannot be shaped without the sense of
hierarchy, frequency listening, space, distance and dynamic
distribution of changes, various ways and means, the virtual sound
field can be changed from the instrument itself to have orchestration.
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Different kinds of instruments have different frequency bands, and the
frequency bands of musical instruments have fundamental
frequencies and overtones, and different notes have corresponding
pitches, so the distribution of fundamental frequencies among
instruments and the integration of overtones are one of the means to
shape a realistic virtual sound field. The technical tools available for
mixing are: volume faders, equalizers, compressors and limiters,
expanders and noise gates, reverberators, delayers, etc.

3.1.1. Layering

Layering is the process of positioning the sound of various instruments
so that there is a large separation between each instrument in the
entire virtual sound field. Imagine the sound field as a 3D space, and
define each instrument in terms of "latitude and longitude in the
virtual sound field". In a real stage, the instruments have different
positions, the main instruments of pop music are probably guitar,
bass, drums and vocals, the drums are usually located at the end of
the stage, most cases will be at the end of the vocals, so in the
processing of vocals and the drum set, the vocals will be more face-to-
face than the drums, so the drums will be farther away in space. In a
real sound filed, instruments that are farther away will have a longer
time for the sound to travel through matter to reach the human ear,
and so will be farther away.

There are four ways to change the sense of varying levels: The first is
very common- lowering the volume or increasing it, this way will
directly change the position of the instruments farther and closer. The
second is to add a reverb delay. Adding some reverb or delay can be
used to "trick" our brain. This is what we mentioned above, the source
of sound multiple times through the material reflection of the sound,
or by pushing out the sound and produce the sound effect. Of course,
this is the case when there are substances that can reflect sound
waves, but if you are in an environment where there are no reflective
substances, it is difficult to hear more reflected sound. The third can
be added by the sound phase to increase the sense of hierarchy. The
last one is the grasp of the sound field from the recording. When
recording, if the sound field itself can be recorded, two microphones
instead of the human ear placed in the room, can effectively provide a
real sound field environment, raise or lower the volume can change
the spatial location of each instrument in the real sound field. This is
of course one of the more common ways of recording drums, and is
the simplest and most direct way to change the spatial location of the
entire drum set. (Bittner and Mauch, 2020).

A series of changes are made in order to conform to the aesthetics of
human cognitive hearing. As mentioned before, the purpose of
establishing a virtual sound field is to restore the real sound field, that
from the perspective of the logic of the algorithm rules of Al, Al will
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restore the real sound field more easily and readily, theoretically
speaking, data analysis of wave forms will be stronger than the ability
of the human ear to analyze wave forms, and the ability of deep
learning and imitation is indeed Faster than the human ear's ability.

3.1.2. Frequency distribution

The concept of frequency refers to the number of periodic changes
completed per unit of time and is a quantity that describes the
frequency of periodic motion. The concept of frequency is not only
applied in mechanics and optics, but is also often used in quantum
mechanics, electromagnetism and radio technology. Whereas sound
travels as waves, when measuring the frequency of sound,
electromagnetic waves (such as radio waves or light),
telecommunication signals or other waves, it indicates the number of
waveform repetitions per second. If the wave is a sound, frequency
measures the characteristics of the note. Frequency is inversely
proportional to wavelength. The frequency f is equal to the velocity v
of the wave divided by the wavelength A:

f=v/A

The speed of an electromagnetic wave in a vacuum is the speed of light
in a vacuum c. The equation becomes:

c=Af
When a wave travels from one medium to another, the frequency
remains the same, while the wavelength and phase velocity change.

The frequencies are distributed in the interval according to the
isophone curve of the human ear (Figure 1):

e Low frequency band (20-120 Hz): there is power bottom noise,
bass instruments of the fundamental frequency part. The
human ear cannot hear the part that can only be felt, the
processing method is generally to do low cut.

e Low and middle frequency band (120-250 Hz): most of the
fundamental frequency of the instrument in this band. From
the band distribution, just the right amount will have the
feeling of power and verve, or warmth, thickness and fullness.
Too much will be muddy, too little will be hollow.

e Mid-range (250-2k Hz): This part is rich in overtones and easy
to lose when processing, but this part can highlight the timbre
as well as the characteristic parts of the instrument. There is a
strong sense of presence, giving a powerful, clear, clean effect,
too little will make the music dark and dull.

e The middle and high frequency band (2k-6k Hz): according to
the human ear's response curve can be seen, this band is the
most sensitive area of the human ear, this band more will give
people more sense of veneer, the whole music can reflect the
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sense of transparency, if too little, will make the whole sound
field bright, too thin, too shallow.

e High frequency band (6k-20k Hz): This is the glossy part of the
music, the right amount can have a glowing, relaxed feeling,
but this part is also the most easily ignored part of the
recording. This part contains what we call "airiness".

Figure 1: Equal Loudness Contour
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3.1.3. Sense of space

The influence on the sound is related to two factors: the first is related
to the real sound field in which the sound is located; the second is
related to the position of the sound in the real sound field. Therefore,
there are several factors that influence the multi-point recording in the
sound field: 1) the location of the sound source in the sound field; 2)
the geometric configuration and surface characteristics of the sound
field (i.e., the acoustic characteristics of the sound field); 3) the
distance between the sound source and the listener; 4) the position
relationship between the sound source and the listener; 5) the
listener's position in the sound field.

3.1.4. Sense of distance

Horizontal distance and depth distance often interact with each other.
When the horizontal distance is constant and the depth distance is
increased, the listener will feel that the size of the band is expanding,
which is the technique we use to expand the virtual sound stage.
However, the horizontal distance is more important than the vertical
distance. Usually they can make the horizontal distance equal to the
distance of the speakers. It can also be greater or less than the distance
of the speakers. But listeners will prefer a treatment greater than the
speaker distance. For example, in the case of quartet works, part of
the treatment is equal to the size of the real quartet, but a significant
part of the treatment is to make it larger than the size of the real
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quartet, close to the feeling of a medium-sized orchestra, which will
give the listener a sense of satisfaction in listening. In the case of
popular music works, it is common to use easily perceptible
instruments, such as pedal cymbals, sand hammers, and other
soprano instruments, placed on the extreme left and right, so that the
lateral width of the virtual sound field is clearly perceived and thus the
sound field is significantly widened.

3.1.5. Changing the dynamic distribution

Dynamics are controlled by using compression, limiting and noise
gates. A compressor is an automatic level control that requires the use
of the input signal itself to determine the output level. This is set by
using a threshold and ratio control. Compressors work on a gain ratio,
which is measured by the input level versus the output level. Most
compressors also have start and release parameters that control how
quickly the compressor responds to the start and release of the signal.
Many compressors have an automatic mode that automatically
identifies the drink, analyzes the waveform, and later sets the attack
and release based on the dynamics of the signal. While the automatic
mode does work better, it still does not meet the requirements of
some mixers for tonal precision on settings.

4. The shaping factors of personalized music

More than just being technically correct, the music must be as
interesting as a drama. It must establish a sense of intonation and ebb,
while having points of tension and release that engage the listener
subconsciously. The first thing a musician must do before doing to
build a virtual sound stage is to determine the direction of the song,
so that the amount of the above five factors can be determined, and
from there, what technical means to use to achieve what musical
effect.

All good music, whether it's jazz, classical, pop or some new style we
have not heard yet, is characterized by the pulse of the song and how
the instrumentation and dynamics are at ease with the intonation, and
the mixer's job is to make decisions and choices along the way, and
then build the sound stage of the entire song around a center.

4.1. The impact of core technologies of Al on virtual sound field
shaping

The human music engineer has developed certain patterns and
techniques for shaping the virtual sound filed, and in recent years, the
software remixing industry has been coming up with new ideas, both
in terms of technical means and the development of Plug-ins to help
the music engineer shape the virtual sound filed, even from the
emerging electronic music, where the virtual sound filed is shaped
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throughout the process of music production, and therefore the
professional requirements for human music producers are getting The
demand for professionalism from human music producers is therefore
increasing.

Looking at the six perceptual shaping goals of Al's core technology
above, is there a logical possibility of replacing the human mixer as a
profession? What are the advantages and disadvantages of the
replacement? What are the current technical difficulties of AlI? The
author will elaborate on these questions.

4.1.1. Al can produce the layering

The five ways to change the sense of hierarchy, in principle, there is a
change in the "volume" of the measurement, for example: volume has
to add or subtract dB, reverb has a specific value of seconds of Pre-
delay, the sound phase from the left 100 to O to the right 100 interval,
etc. How much to add and how much to subtract numerically, and how
to reach a standard you want, requires a little experimentation, even
for experienced mixers, who need to carefully debug each step, and
also need to pose each instrument for the whole song. And for the
human ear without sound memory, the only thing that can be familiar
with the sound is the feeling of the sound, and want to have such a
feeling again, need to be in the same acoustic environment, the same
set of sound system, the same temperature and humidity in order to
strictly standard recovery of the same sound feeling. And the machine
learning part of Al, is it possible to directly copy a similar style of music
feeling? Is it possible to automatically analyze the reference track and
automatically adjust the parameters to achieve the musical feeling the
mixer wants?

If we want to analyze the waveform parameters of a certain
instrument, we have to strip it, and the stripped waveform is no longer
sampled at 44k/s. The sine waveform itself is damaged, and the
layering is not as complete as the full audio. Technically speaking, the
change of parameters is simple, but this series of analysis and learning
has been completely degraded, so it is impossible to completely "copy
and paste". With this in mind, Al has a long way to go.

4.1.2. Frequency balance and dynamic distribution of Al

Al can be set up in the way humans require by recognizing signals in a
way that the results are potentially more accurate and error-free than
humans. Frequency is more digital analysis, from 20-20k Hz data
analysis, from the waveform, the amount of each frequency to
measure, to control the frequency distribution of each instrument to
achieve a balanced state.

However, as mentioned before, the process of frequency balancing
requires not only that the strengths of the instrument itself be
revealed in the frequency distribution, but also that the stylistic
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characteristics of the music be brought out in the process. What
frequency balancing can do is to mechanically level out the frequency
of the instrument, but it cannot bring out the characteristics of the
instrument itself in the sound field that needs to be highlighted in the
whole music. Therefore, the frequency balancing that Al can do is
relatively mechanical, while the sixth point - the aesthetic part of the
mix - is not achievable with current technology.

4.1.3. The spatial and distance sense of Al

Spatial awareness and distance are tied more to human perception.
Spatial localization algorithms mean that Al can use localization
algorithms to determine the location of each audio signal and adjust
the balance of the mix based on their location and orientation. This
can be achieved by various localization algorithms such as cross-ear
method, wave field equation-based method, sonar signal-based
method, etc. Reverberation algorithms are reverberation algorithms
that can simulate a variety of different room sizes and shapes, thus
adding a sense of space and distance to the audio signal. Al can select
the appropriate reverberation algorithm according to the desired
reverberation effect and adjust its parameters to achieve the desired
effect. Spatial source separation algorithms: Spatial source separation
algorithms can separate multiple sources from the mixed signal and
add independent spatial information to each source. This can be
achieved by using deep learning models or other machine learning
algorithms. Stereo and surround encoding algorithms: Stereo and
surround encoding algorithms can encode audio signals into stereo or
multichannel surround signals for a more realistic audio experience. Al
can select the appropriate encoding algorithm and adjust the
parameters based on the characteristics of the audio signal and the
target encoding format.

4.1.4. Personalization and Creativity in Al

The way Al is personalized and creatively shaped in music mixing is
achieved through the training and optimization of algorithmic models.
In mixing, Al can understand the semantics and emotions of music by
learning the characteristics and structure of the audio signal, and apply
this information to automatically generate new sounds and mixing
effects. Specifically, Al can personalize and create music mixes in the
following ways: Music sample generation: Al can personalize and
create music by learning a large number of music samples to generate
new music samples. Mixing effect generation: Al can personalize and
create music by learning a large number of mixing effects and
techniques to generate new mixing effects. Music emotion analysis: Al
can analyze the emotion of music by learning the emotion information
in the music signal to personalize and create music. Music Adaptive: Al
can personalize and create music by learning the characteristics and
structure of music signals to self-adapt to the rhythm, volume, and
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tempo of music. Musical interactivity: Al can generate new musical
effects and remixes by learning the feedback and interaction of users,
thus personalizing and creating music.

5. The impact of core technologies of Al on virtual
sound field shaping

Al can play a key role in virtual sound field shaping with core
technologies such as speech recognition, audio processing, acoustic
modeling, machine learning, and deep learning. These technologies
can be used to analyze, synthesize, enhance, and virtualize the sound
to achieve a spatial sense of sound shaping.

The "depth" of Deep Learning is a good solution to the problems faced
by shallow learning: (1) DL's network contains multiple implicit layers
and uses multi-stage transformations to describe data features in
layers, representing low-level features as abstract high-level features.
Therefore, it has better feature representation capability, powerful
function fitting capability and generalization capability. Through the
hierarchical structure, DL realizes the process of feature abstraction
from "point" to "line" to "local" to "whole". (2) The initial parameters
of the deep learning model are obtained through training with a large
number of sample data, and the feature extraction of the model is
done through autonomous learning, without relying on human
experience. achieved through unsupervised learning, a characteristic
that determines its suitability for processing natural signals and
unlabeled data, which cannot be achieved by shallow algorithms. In
addition, since DL adopts an underlying data-oriented mechanism, it
maximizes the integrity of information and provides a means to
effectively express features for underlying data whose features are
complex and difficult to extract manually. Pre-training is the bottom-
up unsupervised learning. Unsupervised training uses unlabeled data.
Parameter tuning i.e. top-down supervised learning. The initial
parameters are obtained based on the pre-training learning, and the
model is trained using the labeled data, and the parameters of the
entire network are "fine-tuned" so that the input and output errors
are as small as possible. The "two-step" approach is in fact to group a
large number of parameters, find the locally better settings first, and
then combine the locally better results for global optimization.

This is possible with the logic of deep learning and top-down
unsupervised learning techniques. In virtual sound field shaping, Al
can learn sound features and spatial information from large amounts
of audio data through techniques such as deep learning, and thus
automatically generate spatially rich and creative sound effects. For
example, deep learning algorithms can be used to model sound
sources at different locations and applied to the simulation of virtual
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sound fields to achieve more realistic and three-dimensional sound
effects. In addition, Al can also identify and compensate for distortion,
noise and time delay in sound by analyzing and processing audio
signals in real time, thus improving the quality and clarity of sound and
further enhancing the spatial and realistic sense of sound.

6. Conclusion

While Al technology has advanced significantly in recent years, it is not
yet capable of fully replacing a human music engineer in the mastering
process. Mastering involves a combination of technical expertise,
creative decision-making, and an understanding of the music that only
a skilled human can provide. However, there are Al tools and software
available that can assist music engineers in the mastering process. For
example, Al-powered plugins can analyze and optimize the mix for
specific frequency ranges, or help to identify and reduce unwanted
noise or distortion. These tools can help to streamline the mastering
process and improve the overall sound quality of the final product.

Al-powered EQ algorithms can analyze the frequency content of the
mix and adjust the levels of different frequency ranges to achieve a
more balanced and cohesive sound. Al-powered compression
algorithms can analyze the dynamic range of the mix and adjust the
levels of the different elements to achieve a more consistent and
polished sound. Limiting algorithms can prevent clipping and
distortion in the final master by setting a maximum output level.Al-
powered noise reduction algorithms can identify and reduce
unwanted noise in the mix, such as hiss, hum, or background noise. Al
algorithms can analyze the stereo image of the mix and enhance it by
widening or narrowing the stereo field to create a more spacious and
immersive sound. These algorithms can be used by music engineers to
optimize the sound of a mix and create a polished, professional-
sounding master. However, these algorithms are only assisting the
music engineers. The reason cannot be fully replaced is musicis a form
of expression and creativity that reflects the personality and style of
the artist, and a computer program cannot fully understand or
replicate the human emotions and intentions behind the music yet.

Ultimately, while Al technology can be a valuable tool for music
engineers, it is unlikely to fully replace the need for a human touch and
creative input in the mastering process. However, if the emotion can
be recognized, then these algorithms might replace or communicate
with humans. At that time, Al is not an assistant, it will a dominate of
a song.
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