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Abstract:

Network managers can scale their networks more easily and experience
fewer issues by using software-defined networking. They have evolving
requirements over time, just like big scale networks like data centers. The
speed at which data is transferred between nodes and the expense of
the physical equipment are both very important. This thesis offers a
framework for avoiding network momentum by using the cuckoo search
algorithm to find the best path at the lowest cost, as well as for lowering
the cost of the network's physical equipment when it needs to be
expanded and for lowering the time it takes to send packets after finding
the shortest path as the network is built in different sizes. It is generated
automatically using the Spanning Tree Protocol. (STP), where the virtual
ring-free network is built using data connection layer of the OSI model
system, and the paths are then computed using the paths calculation
algorithm and the cost of each route. The fitness function, one of the
steps in utilizing the cuckoo search method is used to ascertain the best
path, which primarily relies on time and distance factors.

Keywords: Mininet, Cuckoo Search, Multipath, Software defined
networking.

1. Introduction

Both the use of and the extent of the internet kept growing. Networks are
getting bigger, and datacenters are getting bigger and more powerful. In
order to keep up with the growing volume of data flows, this growth is
necessary. The annual amount of internet protocol traffic will exceed one
zettabyte in 2016 and two zettabytes in 2019[1]. The networks must load-
balance and multipath in order to handle the additional traffic and
maintain high speeds. Due to their difficulty in installation and upkeep,
traditional Ethernet switches have a number of disadvantages [2]. On the
control plane of conventional network devices, network device
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manufacturers usually implement standardization protocols developed by
groups like the Internet Engineering Task Force (IETF) and Institute of

Electrical and Electronics Engineers (IEEE). The network can now be
partially controlled by the

Simple Network Management Protocol (SNMP), Plymouth-Canton
Educational Park (PCEP), and Network Configuration Protocol (Netconf)
[3]. The software define network (SDN) paradigm offers a way to build and
manage networks more effectively [4], [5]. A brand-new networking
technology called software define networks seeks to address long-
standing networking problems.

It is then moved to a dynamic, programmable software-defined
network controller, or control plane. An excellent example of SDN is
OpenFlow, which will be covered in more detail in the part after this
one[6]. They prioritized traffic analysis over dynamic load-balancing and
multilayered networks, despite their prior interest in the areas of load
balancing and multi-paths [7].

The purpose of this thesis is to use SDN approaches to create a network
architecture and choose the best path by investigating load balancing and
multipaths to aid in network performance decisions. The suggested
solution specifically addresses SDN and the use of multipath to create a
novel decision-making process. This thesis also introduces a novel
framework for multipath options based on the cuckoo algorithm, with the
purpose of improving fault tolerance, security, and network monitoring.
The following are the thesis's primary objectives:

e To build several topologies in order to test our technique.

¢ The cuckoo search algorithm is used to identify the best path between
the source and the destination.

e To enhance load balance and make path selection more dynamic.

e SDN will be used for multipath and load balancing.

2. LITERATURE REVIEW

This part provides a review of the literature on load-balancing traffic flows
through multipaths . The evaluation of the papers is based on their
applicability to the present research. The limits (reaction time or/and
throughput) in the related literature are also listed in a summary at the
conclusion of this section. Wu et al.'s adaptive multipath selection based
on SDN was suggested in 2018[8]. Three factors for this algorithm were
proposed: bandwidth, packet loss, and time delay. All of these settings are
built on SDN for centralized control. The algorithm utilized OpenFlow
control and produced excellent accuracy. The authors determined the
ideal path and used it in the suggested algorithm. A crucial application was
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having trouble because of the latency issue with the multipath routing
method, according to Aldwyan and Sinnott 2019[9]. They came up with
fresh ideas for how to make applications more accountable for providing
latency while being conscious of a broken link. For the optimal path
selection in the datacenter, they recommended an SDN-based algorithm.
In their operations, they made use of container innovations and highly
scalable application design. The method reduces switchover time by
making available distribution methods for microservices their overlapping
positioning across different datacenter networks, enabling latency-aware
resilience choices autonomously. The result of the application was a
reduction in connection 40 milliseconds for processing time.

2019, Hsieh and Wang[10], The timeout problem SDN multipath for
routing was found when the primary connection failed and the packet data
did not arrive at its destination in a timely manner. The writers suggested
a workable technique for locating and resolving connection errors. They
provided a straightforward method for locating and fixing communication
errors. The suggested remedy is built on a multicentral SDN architecture.
Using cost of the connection weighting using load standard division and
switch controller transmission delay, the topology's local

and global controllers determine the best path. The trial's results show
that the employed technique can handle a bad connection with a delay of
just 7 milliseconds.

Diego et al. 2020[11] suggested a brand-new approach for the
protocol's route discovery. In the suggested approach, multipath based on
a single network with path selection was used to find multiple paths that
were present on the network. The suggested approaches, known as One-
Shot Multiple Disjoint Path Discovery Protocol (1S-MDP), demonstrate
faster execution times and a reduction in the number of disjoint pathways
found. 2020[12], Hemin Kamal and Miran Taha, proposed new SDN-based
multi-path routing solution . This technique sent data over multiple paths
with a time reduction. This method chooses the most direct route to the
originator to the reserve based on the size of the packet and the
connectivity of the network . This approach is effective at speeding up the
handling of the connection. As a result, they eliminated the time-
consuming aspect of path selection in the method they suggested.

They omitted a multipath routing algorithm from their papers,
though. Our approach varies from theirs in that it takes into account
variables for the conduit that connects the source and the target be
optimized.

3. BACKGROUND
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A. Traditional Network

The two fundamental parts of a normal network are the control plane and
the data plane. The control plane defines the connections that will be
made, the data forwarding, the rules that will be used, and the route that
will be followed[13]. Because it utilizes an end-to-end connection between
the host and the server to transfer data from one channel to another, the
abstract layer may refer to it as a data plane[14]. As data traffic and
network modifications have increased, it has become more important
than ever for the network to respond promptly and effectively[15]. The
idea of how machines exchange information through services without
involving humans has undergone a radical transformation. The same ideas
are now being successfully applied to network resource virtualization[16].

B. Software Defined Network (SDN)

Network administration has been made incredibly simple by the new
networking paradigm, known as the Software Defined Network approach.
By providing a customizable, adaptable interface that manages the
operations of the entire network, it also promotes innovation in networks.
On the other hand, traditional networks are thought to be difficult to use,
prone to errors, and slow to add new features. In this paper, we discuss
the SDN's theoretical underpinnings and applications[17]. The sole node
used by SDN to consolidate control is the "Network Controller". Devices
no longer control networks; they now only forward traffic. The forwarding
devices are programmed by the network administrator using
OpenFlow[18].

Tadtonal Networs Acftware Defiend Networs

.
]

Figurel. Difference between SDN and the traditional network

C. Mininet

A simulation system called Mininet was created to support, evaluate, and
imitate Software Define Network[19]. Both local and vast networks can
support Mininet[20], [21]. Its main benefit is in facilitating collaborative
network study by making self-contained SDN prototypes available for
download and use by anyone with a PC or laptop[22], [23]. Without the
need for a costly testbed, Mininet enables the creation of SDN applications
and networks [24]. The Fire Safe Software Define Networking (Fs-SDN)
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simulator, which employs a Raspberry Pi to create a cost-effective
OpenFlow protocol tested for small SDN networking[25], is another
important simulator. Mininet continues to be the preferred emulator for
SDN networks even though some rival simulators have some simulation
advantages over Mininet[26], [27]

4. PROPOSED SYSTEM

Many academics are interested in the subjects of dynamic load balancing
and path selection. Finding suitable solutions for issues like route selection
and dynamic load balancing is one part of the work on distribution
networks. There is a lot of manual labor involved in choosing the best
option and dynamically balancing the load. An example of a network
topology issue relevant to this study is shown in Fig. 2. The restrictions
might change based on the objectives and network design.

Figure2. Example of Network Topology

The above example shows sample network topology, in which the host
(h1) sends a message to host (h3) and send data to the target via the
specified path. This thesis aims to select the best path to send data and
dynamic load balance means the sent data may be on path
(h1->51->53->S5->56->h3) and the received data may be on another
path, such as (h3->S6->S4->S1->h1). Given a set of switches S and a set of
hosts H, the task is to identify the path selection using Eq. (1) for the
topology.

P = f(H,S) (1)

Where P is route choice, and f is the process used to determine the most
direct route between S when host H the communication is sent. Let us
assume S = {S;|S;isswitchei € Z*} and H= {H]- | Hjis host} . L
creates a series of connections, which are joined by portsin S and H. The
connection to harbor of S;, to port of §;, is denoted as [Si,n,Si,m] .
When n = m, the connection is a switch's internal communication . S,
if not, it serves as the exterior connection between S, and S,,. Note
that the connection is one-way . The switch connected to the link's first
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segment is the source, and the switch connected to its second segment is
the target. connecting the host and H;,, and host H;,, intopology S;

can be denoted as [H]-,n: port x, Hj m: port y] , Where x and y are,
respectively, the amount of ports in hosts and switches.

5. RESULTS
A. Cuckoo Search Parameter

The cuckoo search criteria are established in this part and are shown
from Table 1.

6 12- 15- 20- 30-
Parameters | Value2 | Switches | Switches | Switches | Switches | Switches
Iteration 30 30 30 30 30 30
Nest 15 15 15 15 15 15
Alpha 0.1 0.1 0.1 0.1 0.1 0.1
Beta 1.5 1.5 1.5 1.5 1.5 15
Param 0.25 0.25 0.25 0.25 0.25 0.25

Table 1: Cuckoo search parameter

B. Creating Topology

In this study, five different tautologies were used, ranging in complexity
from basic to complicated. The experimental evaluation uses a number of
topologies to demonstrate how well the suggested method performs. The
part that follows will display each topology with a selected route.

Figure3. Topology 6 nodes

First, we must determine the quantity and position of nodes in order to
obtain a software-defined network. A network is constructed using
Mininet design with the controller, four hosts, and six switches, as seen in
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Fig. 3.Routed traffic using the cuckoo algorithm with restrictions on path
selection.

Table 2: Statistics Ping between hostl and host4

Whan wwsennd £ gackoty only Bure 192180 L1 0 192 (E6 L4 _Topdhagy &
| T s | Dussuss  Fosaed Lengh LS

By sending a limited number of packets—only five—from the location to
the source test the connection between the nodes, the information in
table 2 above was obtained using the network monitor Wire Share.

Table 3: Best path (selection and discovery)

Path discovery | __Hops | Path selection
h1251952956>h4 3 v
h151253255256>h4 | 4 | *
h12512542S62>h4 3 v

Table 3 displays the topology's best route, which sends a packet from h1
to h4, where h is referred to as the host when choosing the best path.

We should also point out that we are using the ping command to verify
the transmission and reception communication of info between the
sender and the receiver. As shown in the accompanying table 4 and figure
4, by opening Wireshark on the other side to display the network analysis,
we were also able to test the TCP connection by sending a number of
packets over a period of 15 seconds.

Table 4: TCP Protocol analysis
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Figure4. TCP Protocol analysis through packets/15sec

With one control, we construct 12 switches and four hosts in this
architecture. Fig. 5 shows the number of hosts and switches. If we want to
transmit a message from host h1 to host h4, we must choose the optimum
path from source to destination.

.‘./ \\/

\-—.b

.\%/

Figure5. Topology 12 Nodes

Table 5 depicts the best path from the source to the target.

Table 5: Simple best path (selection and discovery)

Path discovery Ho | Path selection
ps
P51 552535456257 D59251] & N
SS8385129h4
h4-25129599562549519hl 5 \

Table 6: Statistics Ping between hostl and host4
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Figure6. Protocol analysis through packets/15sec

With one control, we generate 15 switches and four hosts. There are
various paths to transmit a message from host h1 to host h3, however the
optimum path for the sender may be h1, S1, S3, S5, S8, S13, S15, h4. Also,
we can respond to the sender by path h45155553S1h1 or another path, as
shown in Fig. 7.
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Figure7. Topology 15 nodes

Table 8: Statistics Ping between host1 and host
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Table 9: xterm result between h1 and h4 using TCP Protocol
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Figure8. TCP Protocol analysis through packets/15sec

Fig. 9 depicts 20 nodes used to construct a complex topology between the
source and the distension. We used 20 switches and four hosts in this
topology. An undirected graph connects the hosts and switches. One

controller controls all of these nodes.

Figure9. Topology 20 nodes

Table 10: Simple best path (selection and discovery)

Path discovery | Costs  Path selsction
h1.1351927.1684.10.31220.11,19. h4 | § | v
h4.19.12.4.8.16,7.1.5.146,13. h1 5 v

Table 11: Ping result between host1 and host4
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Tablel2: xterm result between h1 and h4 using TCP Protoco
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Figure10. TCP Protocol analysis through packets/15sec

Fig. 11 depicts the largest architecture, with 30 nodes and two hosts.
Assume that these nodes represent the topology of a country, a large city,

or even cloud computing, and that we want to choose the optimum path
from the transmitter to the recipient.

Figurell. Topology 30 nodes

Table13: Simple best path (selection and discovery)

Path discovery cost Path selection
hl, 521,516,826, h2 3
h2, 525,511, s1, 516, 521_h1 3 v

Tablel4: Ping result between hostl and host4
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Tablel5: xterm result between h1 and h4 using TCP Protoco
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Figure12. TCP Protocol analysis through packets/15sec

C. Comparation Between SDN and Traditional

The information in Table 16 below shows the differences between
traditional networking methods and software-defined networking
methods, as well as the various kinds of software-defined networks and
the timing of data delivery when using the TCP protocol. As depicted in the
accompanying figures, milliseconds.

Table 16: Average Round-Trip Time between nodes x and y
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Fig. 13 illustrates the stark contrast in packet transmission rate and
target access speed between software-defined networking technology
and conventional networks.

Avwrage Threughput between Nodes n Mbes

T e

120

100
} ra (=10
= 80 LE
) v a1
1 Al s

*an
g P
ey

" 20 T

" =

Shgle Linear [l
Topelogy Topoiogr v P Toningy

Operfion-eraties
B Tradmonsl Netows jes | %

Figurel3.Comparation between Traditional and SDN

In the image below, we can also see that the total of the network sizes
discussed in the practical side of the message was able to transfer the
same number of packets in the same amount of time, which is 15 seconds.

« 6 switches « 12 switches » 15 switches
« 20 swiches = 30 switches

0
FESLEFEES SIS IS
Figure14.TCP Protocol analysis through Packets/15sec

In another test, all of the models proposed in the practical side of the
message were able to deliver the requested packages within the same
timeframe, as seen in the picture below.
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Figure15.Sending a packet of data in different types 6, 12, 15, 20 and 30
Nodes

6. CONCLUSION

This technology has proven its worth in centralizing the network and
centralizing the numbers of all its components. We were able to build
different types of networks of varying sizes programmatically using the
Python language. We were able to find the best path in terms of time and
cost. Using the network building algorithm, we were able to build
different sizes of networks. We were able to use the Spanning Tree
algorithm to get rid of the loop when building networks. Also, we used the
algorithm to determine the price of the discovered paths.

Finally, use the cuckoo search algorithm to discover the best path among
the detected paths based on the value of the fitness function. The physical
fitness function includes two possibilities: either accepting the path to be
the best or rejecting it. The results showed that all networks were able to
send and receive data in a record time in milliseconds, much less than the
time taken by traditional networks, and their performance was good
depending on the data shown in the tables, sending packets in the fourth
pure credit for each network. The results of the Wireshark also showed
the process of sending packets and the problems that may occur when
sending packets.

7. FUTURE WORK

In this thesis, various approaches to selecting the best path and dynamic
load balancing are discussed. The offered techniques have been
successfully used on a number of configurations. A summary of some of
the recommended points is provided below.

e There was only one control in this research. In the future, though,
multiple controllers may be employed.

e We used cuckoo search to choose the best route; alternative
optimization methods include firefly, ACO, etc.
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In order to evaluate the efficacy of this approach, other layouts, such

as 50 or 100, may be used.

Try removing a connection and observe whether the network keeps

operating or crashes.

Make a backup copy of the controller to ensure that, in the event that the network's
main controller malfunctions, the network will still operate.

Responding to potential assaults on the central controller.

Countering false information link injection assaults.

Coming up with a strategy to lessen the load on the central controller in the event that
the network is huge and rapid data delivery is necessary.

Guard against distributed denial-of-service attacks on the network (DDoS).

Deep packet inspection (IPS DPI) as part of an intrusion prevention system.
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