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Abstract  
Chronic Kidney Disease (CKD) is a major threat in medical analysis 
and is one of the major contributors of death as a non-
communicable disease, affecting 10 to 15 percent of the worldwide 
population. Accurate detection of CKD in its initial stages is thought 
to be critical for minimizing the effects of health complications of 
the patients such as hypertension, iron deficiency, bone disorders 
occurring due to imbalance of minerals, malnourishment, pH 
fluctuations and abnormalities, and neurological complications 
through timely intervention with appropriate treatments. This 
study offers the steps for predicting status of CKD using medical 
records which comprise the data preprocessing, managing missing 
values, and feature extraction. Several studies on the detection of 
CKD at an early stage have been conducted using machine learning 
techniques. The two classification models such as Decision Tree 
(DT) and K-Nearest Neighbor (KNN) is used in this study.  The 
performance of each classification methods is compared with each 
other and identified that KNN is the best classifier. Also using the 
relevant data extracted from the clinical dataset after feature 
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extraction, the patient is said to have CKD or not CKD based on KNN 
approach with accuracy of 97 percent.  

 

Keywords: Chronic kidney disease, prediction, machine learning, K-
Nearest Neighbor, Decision Tree, accuracy, recall, f1-score. 

 

Introduction 

The kidneys play the vital role in essential function of the body. If the 
kidneys of a person are damaged and if he has CKD, then its impossible to 
keep him healthy by filtering his blood. Typically, the symptoms of CKD do 
not show up in its nascent stages. However, as the condition degrades, 
the blood of the patient is contaminated with bodily wastes, causing 
symptoms that are identical to that of a flu. High blood pressure, anemia, 
brittle bones, poor dietary habits, and neurological damage are all 
possibilities of the kidney disease. Kidney disease elevates the chances of 
developing cardiovascular diseases because kidneys are required for 
many bodily processes. Even though these problems may appear slowly 
with gradual increase in intensity and with zero symptoms, they can 
eventually lead to renal failure, which can occur suddenly. When the 
kidneys fail, dialysis or a kidney transplant is required. The primary causes 
of the kidney disease are diabetics and high blood pressure. Between 
2015 and 2017, 76 percent of kidney failure cases had one of these two 
illnesses as the major diagnosis: 29 percent of new KFRT (Kidney Failure 
with replacement therapy) patients had hypertension as the primary 
diagnosis, while 47% of new KFRT patients had diabetes as the primary 
diagnosis, which is the major cause of KFRT. Kidney disease affects one in 
three adults in the United States. Certain demographic groupings are 
vulnerable. The risk factors of kidney disease are diabetes, being obese, 
high blood pressure, having heart disease, being over age of 60, family 
history of renal failure and having previously suffered from any kidney 
injury [1]. 

In the study of [2] found that 387.5 million people in underprivileged and 
bourgeois countries had CKD, compared to 110 million in affluent 
countries (men of about 48.3 million and women of about 61.7 million). 
Bangladesh, a heavily populated developing nation in Southeast Asia in 
which CKD rates continue to hike. A global survey of six countries shows 
that the overall prevalence of CKD is around 14 percent [3]. Patients with 
End-Stage Renal Disease (ESRD), which necessitates complex medical 
procedures like dialysis and kidney transplantation, are more likely to 
develop CKD [4], and that financial burden results in ongoing medical and 
psychological issues [5,6]. 

The American Recovery and Reinvestment Act (ARRA) [7], which was 
implemented in 2009, had passed the indication that paper medical 
records should be replaced by electronic ones in order to make it 
unchallenging for Registered Medical Practitioners to access patient 
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records and this required health professional across the US to revamp 
their internal record systems by establishing the centralized database. It 
was a difficult step to implement ARRA. Medical professionals have kept 
physical records of patient information for decades. Now the entire 
process had to be reversed, requiring expenditures in software and career 
upskilling. 

This study aims to compare several approaches of intelligent ML-based to 
predict renal disease. The accuracy rate for majority of studies was about 
90 percent, which was regarded as excellent. The uniqueness of this study 
is that a variety of methods are employed to increase the accuracy from 
earlier papers to 97 percent. With F1-scores of 97 percent approximately, 
the decision tree and K-Nearest Neighbor (KNN) algorithms exhibited the 
best performance. 

Literature Survey 

In 2015 a project is developed to diagnose and predict system based on 
predictive mining which was proposed by P. Swathi Baby [8]. Here, the 
kidney disease dataset is analyzed by using Weka and orange software. In 
this research, machine learning techniques such as AD (Active Directory) 
Trees, J48 (Java 48), K-STAR (Korean Superconducting Tokamak Advanced 
Research), Naive Bayes, and Random Forest are utilized to assess the 
performance of each algorithm in terms of statistical analysis and renal 
disease prediction. Their research concluded that K-Star and Random 
Forest are the most accurate models for the input dataset and 
development time (i.e.) less than 0.6 second, and ROC (Receiver 
Operating Characteristics) values are 1. 

In order to forecast kidney dialysis survivorship, K.R. Lakshmi offered 
performance evaluation of three data mining algorithms in 2014 [9]. The 
three different data mining algorithms are Artificial Neural Network 
(ANN), Decision Tree (DT) and Logistic Regression (LR). The data gathered 
from several dialysis centers has been used to put the principles in this 
study to the test. After the performance evaluation this research had 
concluded that ANN is better for kidney dialysis to improve accuracy and 
performance. 

Research on predicting kidney dialysis patient’s survival using data mining 
approaches was presented by Shital Shah [10]. Data mining is utilized in 
this study to extract information about how these variables interact with 
patient survival. Two data mining methods which are responsible for 
information extraction in the form of decision rules are RS theory 
(Stimulus-Response theory) and DT algorithm. The "most invariant" 
patient’s individual visits are mined for data as they create "signatures" 
for their respective categories. It is concluded that overall classification 
accuracy of these data techniques is improved by employing individual 
visit dataset rather than aggregate dataset. When compared to rule sets 
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that are aggregate based, individual visit-based rule sets had higher 
accuracy of forecasting. 

Mr. S Dayanand proposed a project in 2015 to use Support Vector 
Machines (SVM) and Artificial Neural Network (ANN) to estimate the 
kidney disorders [11]. The accuracy and the execution times are 
compared for both algorithms in order to determine their functionality. 
According to his experimental findings, the ANN performs better than 
SVM. 

With some restrictions, the current chronic renal disease prediction 
system works well. The need for a new CKD prediction system remains. 
Given the paucity of research in this area, a computerized clinical decision 
support system for chronic renal disease is a priority for early research. 

Proposed System 

This study which focuses on the prediction of chronic kidney disease in 
humans employs two classification models, namely DT and KNN. Each 
classifier used the dataset to predict the kidney disease, and its 
performance was assessed objectively using the accuracy, degree of 
precision, and F-measure. 

3.1 System Architecture 

Figure 1. Architecture of Proposed System 

 

Figure 1. portrays the steps of the proposed systems to be followed. Each 
step and its functionality are detailed as follows: 

3.1.1 Dataset 

The CKD dataset [12] was used for the investigation. This dataset has 14 
columns and 400 rows. There are two possible values for the output 
column class: "1" and "0." The patient who has the CKD is indicated by the 
value 1 and the patient who does not have the CKD is indicated by value 
0. The dataset is compiled from various hospitals, clinics, and medical 
research facilities. A mock Kidney Function Test (KFT) dataset has been 
created from this information to investigate kidney disease. In this side-
by-side analysis, a dataset with four hundred occurrences and twenty-five 
attributes is employed. This KFT dataset includes some of the following 
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attributes: age, blood pressure, albumin, sugar, pus cells, blood urea, 
serum creatinine, sodium, potassium, hemoglobin, red and white blood 
cell count, hypertension, and diabetes mellitus. 

3.1.2  Data Preprocessing 

Data preprocessing is used to eliminate undesired noise and outliers 
before model development that could model divergence from the 
intended training set. The effectiveness of the model is addressed at this 
step. Data must first be gathered, cleansed, and made available for model 
creation. Next, the dataset is checked for any null/void values (Figure2). 

Figure 2. Absence of Missing Values   

 

There is a 70/30 split between the training and testing datasets, which 
improves this research accuracy and effectiveness. The split model is then 
trained using a variety of classification methods. The DT classification and 
KNN was two of the classification techniques employed in this study. 

3.1.3 Feature Selection 

According to Genari[13] “Features are relevant if their values vary 
systematically with category membership”. Correlation-based filter 
selector is used for this feature selection (Figure 3). Building the 
classification model for certain job after finding the representative set of 
characteristics is the key challenge in ML. This paper implements 
correlation to address the issue of feature selection for ML. The main 
premise is that effective feature sets consist of features that incorporate 
a strong correlation to the class but no correlation to one another. A 
feature assessment formula that is based on ideas from test theory offers 
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an operational description of this premise. This assessment formula, a 
heuristic search technique and suitable correlation measure are all 
combined in the CFS (Correlation-based Feature Selection) algorithm. In 
tests using synthetic and real-world datasets, CFS was assessed. Here the 
two machine learning algorithms DT and KNN are employed. Using 
artificial datasets, experiments shown that CFS rapidly finds and screens 
irrelevant, redundant, and noisy features, provided that their relevance 
does not substantially depend on other features. [14]. 

Figure 3. Filter Feature Selector 

 

Figure 4. Wrapper Feature Selector 

 

Table. 1 Feature Correlation Values 
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For subsequent prediction, all positively correlated values are taken for 
estimation. Every molecule of albumin consists of exactly five different 
value sets. The albumin level is determined by using a protein test on the 
urine sample. A high protein content in the urine indicates that illness, 
fever, or strenuous activity have harmed the kidneys' filtration systems. 
To establish the diagnosis, numerous tests should be run over a period of 
several weeks. Blood creatinine, serum creatinine, and creatinine are all 
used interchangeably. The result of the molecule creatine being broken 
down in muscles is creatinine. Creatinine is eliminated from the body 
through the kidneys. The level of creatinine in blood is measured by this 
test. The metabolism that generates the required energy for muscle 
contractions includes creatine as a component. Creatine and creatinine 
production occurs at similar rates. Elevated blood creatinine levels can be 
the effect of a high-protein diet, congestive heart failure, dehydration, to 
name a few possible causes (Table.1). Range of male creatinine levels is 
0.7 and 1.3 mg/dL, while the range for women is 0.6 and 1.1 mg/dL. 
Moreover, as the blood exerts increased pressure against the walls of 
blood arteries, hypertension, also known as high blood pressure, 
develops. If hypertension is not adequately managed or treated, it can 
result in heart attacks, strokes, and chronic renal disease. Conversely, 
hypertension can manifest from CKD [15]. 

3.4  Algorithms 

The CKD can be predicted by using the following ML algorithms: 

i) Decision Tree Algorithm 
ii) K-Nearest Neighbor 

3.4.1 Decision Tree Algorithm 

Both discrete and continuous attributes may be forecasted using the 
Decision Tree model, which combines classification and regression. This 
method forecasts discrete attributes depending on the connections 
between input columns in a dataset. By using the values of those columns, 
which are referred to as states, it forecasts column states that can be 
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identified as predictable. The approach finds the input columns 
connected to the predicted column. 

Figure 5. DT Block Diagram 

 

Since it mimics the steps, a person takes when making a real-life decision, 
the decision tree is simple to understand. Dealing with challenges 
involving decision-making may make use of it quite a bit. It is a good idea 
to think about all options for resolving a problem. In decision tree 
classification the data cleaning is not important. 

3.4.2    K-Nearest Neighbor (KNN) 

KNN is the supervised learning methodology, which is a highly simple 
machine learning algorithm. It is categorized accordingly depending on 
how much a new instance resembles previous categories, it is. By using 
the KNN approach, all your data can be stored, and new data may be 
categorized according to its resemblance to the existing one. KNN 
approach can categorize new data into predefined categories quickly. The 
KNN approach can be applied to regression even though it is frequently 
employed for classification problems. 

Figure 6. Working procedure of KNN 

 

The K-nearest neighbor is a popular classification model. To categorize 
data, K-nearest neighbor can be used which is the non-parametric slow 
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learning approach. This classifier sorts objects based on their distance and 
proximity to one another. It gives importance to both the proximity of the 
object and the delivery of important information. 

3.5 Confusion Matrix 

Confusion matrix is used to evaluate the effectiveness of machine 
learning categorization models. This matrix was used to assess each 
model. The confusion matrix shows how frequently our models make 
accurate and unreliable guesses. False positives and negatives were 
associated with poorly predicted values, whereas accurate predictions 
were associated with true positives and negatives. 

i) True Positive (TP): This refers to a result where the ML model 
properly predicted that the outcome belongs to the positive class. 

ii) True Negative (TN): The model is deemed to have correctly 
identified the negative class in this case. 

iii) False Positive (FP): This is the result that occurs when the model 
fails to accurately identify the positive class. 

iv) False Negative (FN): The model is considered to have incorrectly 
classified the negative class in this case. 

Figure 7. Block diagram of confusion matrix 

 

Result Analysis 

4.1  Decision tree (DT) classifier  

The decision tree algorithm is discussed earlier in section 3.4.1. In this 
research the accuracy of the DT algorithm is 96 percent. The precision of 
both CKD and non-CKD patients using DT algorithm is 96 percent 
respectively, whereas the F1-score values of CKD and non-CKD patients 
using DT algorithm is 95 and 97 percent respectively.   

4.2  K-Nearest Neighbor (KNN) 

The KNN algorithm is discussed earlier in section 3.4.2. In this research 
the accuracy of the KNN algorithm is 97 percent. The precision of CKD and 
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non-CKD patients are 98 and 97 percent respectively, whereas the F1-
score values of CKD and non-CKD patients are 98 and 97 percent 
respectively. 

Comparative Analysis: 

The two algorithms DT and KNN are subjected to comparison, based on 
precision, recall, accuracy, and F1-score values respectively. 

5.1 Estimation Parameters 

5.1.1 Precision: The precision is the proportion of relevant records found 
to all relevant and irrelevant records found. Often, it is shown as a 
percentage. 

Precision= (relevant record retrieval count) / ((Number of relevant 
records retrieved) + (incorrect record retrieval count)) 

5.1.2. Recall: The recall is calculated as the proportion of relevant records 
that were successfully retrieved to all relevant entries in the database. 
Often, it is shown as a percentage. 

Recall= (Number of relevant records retrieved) / ((Number of relevant 
records retrieved) + (Number of relevant records ignored)) 

5.1.3. Accuracy: It predicts the class label correctly and the predictor's 
accuracy refers to how well a given predictor can guess the value of the 
predicted attribute of new data. 

Accuracy= (TN + TP)/ (FN + FP + TN + TP) 

5.1.4. F1-score: It is named as the harmonic mean of precision and recall. 

F1-Score= (2* precision * recall)/ (precision + recall) 

Table 2: Comparison between DT and KNN based on the precision, 
accuracy, recall and F1-score 

 

From the table 2, the precision and accuracy of the KNN classification 
Algorithm is greater as compared to Decision Tree classification technique 
for CKD dataset. From the relevant test data of the dataset (after feature 
extraction) using KNN algorithm, the patient’s records are accessed to 
distinguish between the patient affected by chronic kidney disease from 
that of whom does not affect by the chronic kidney disease. 

Conclusion and Future Enhancement 
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According to this research, the KNN algorithm is used to predict the 
chronic kidney disease more accurately. The precision and accuracy of the 
KNN classifier model is 98% and 97% respectively. As compared to the 
previous research, the accuracy percent of the KNN model used in this 
investigation is substantially higher, indicating the models that are used 
in this study are highly reliable as compared to the models implemented 
in the previous research. 

Future research must be built on this work by developing the web 
application for this model incorporating the machine learning algorithms 
and the biggest dataset used in this study. The model for real time analysis 
of the kidney disease prediction should be implemented in future to 
foretell the disease during the time of the consultation using ML 
algorithms which will be helpful for patients for early diagnosis. 
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